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Fluctuation of Air-Water
Two-Phase Flow in Horizontal and
Inclined Water Pipelines

Air in water flow is a frequent phenomenon in hydraulic structures. The main reason for
air entrainment is vortices at water intakes, pumping stations, tunnel inlets, and so on.
The accumulated air, in a conduit, can evolve to a different flow pattern, from stratified to
pressurized. Among different patterns, slug is most complex with extreme pressure varia-
tions. Due to lack of firm relations between pressure and influential parameters, study of
slug flow is very important. Based on an experimental model, pressure fluctuations inside
a circular, horizontal, and inclined pipe (90 mm inside diameter and 10 m long) carrying
tow-phase air-water slug flow has been studied. Pressure fluctuations were sampled si-
multaneously at different sections, and longitudinal positions. The pressure fluctuations
were measured using differential pressure transducers (DPT), while behavior of the air
slug was studied using a digital camera. The objective of the paper is to predict the
pressure variation in a pipeline or tunnel, involving resonance and shock waves experi-
mentally. The results show that the more intensive phase interaction commences stronger
Sfluctuations. It is shown, that the air-water mixture entering the pipe during rapid filling
of surcharging can cause a tremendous pressure surge in the system and may eventually
cause failure of the system (e.g., the maximum pressure inside the pipe would reach up to
10 times of upstream hydrostatic pressure as suggested by others too). Relations for
forecasting pressure in these situations are presented as a function of flow characteristics,
pipe geometry, longitudinal, and cross-sectional positions and head water.

[DOL: 10.1115/1.2375134]

Keywords: two-phase flow, water tunnel, pressure fluctuation, experimental model, slug

flow

1 Introduction

In the context of the multiphase system, two-phase flow con-
sidered here, consists of a mixture of water existing in a liquid
state or “phase,” and air which exists in a gaseous state or
“phase.” Although two-phase flow obeys all the basic laws of fluid
mechanics, it is quite complex, in a way that even one-
dimensional flow in a pipe with many simplifications is much
more complicated than single-phase flow. In an attempt to over-
come these complexities, researchers have conducted experiments
to develop correlations which can be used by a design engineer to
utilize practical problems.

Two-phase gas-liquid flows occur in a wide variety of situa-
tions, i.e., in chemical processing, power generation, water supply
systems, petroleum industry, and energy production facilities [1].
Two-phase flows can be grouped into a number of different flow
patterns. These are based on the spatial distribution of the gas and
liquid phases. The flow patterns that are attainable with the avail-
able air and water supplies in horizontal and small inclined pipes
include stratified, wavy, and slug flow (Fig. 1) which will be dis-
cussed in the next section.

In recent years, extensive work has been carried out for more
reliable analysis and application of two-phase flow detection sys-
tems. Depending on the application, prediction methods for two-
phase gas/liquid flow requires information about flow rates to
pressure drop relationships in more detail such as, frequency of
the slug flow, void fraction, pipe inclination, and air concentra-
tion. The general equations for two-phase flow derived from dif-
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ferent approaches, such as homogeneous and separate air-water
mixture. Lockhart and Martinelli [2] have found correlations for
each phase of flow path. Their approach is based on the assump-
tion of conventional friction pressure drop equations which can be
applied to each phase of the flow path. Hamam and McCorquodal
[3] proposed a rigid water column approach to model the mixed
flow pressure transients. The model assumes a water column as
incompressible and the flow is uniform, but unsteady and that the
air bubble is trapped inside the water after the occurrence of in-
terfacial instability between air-water flows. Zhou et al. [4] have
investigated flow transients in a rapid filling horizontal pipe con-
taining trapped air in sewer pipes. Azzopardi and Baker [5] stud-
ied the characteristics of periodic structures in gas/liquid two-
phase flow. They concluded that data from most flow patterns can
be broadly correlated if plotted as a Strouhal number against the
Lockhart-Martinelli parameter. Zhang et al. [6] have developed a
unified mechanistic model for slug liquid holdup and transition
between slug and dispersed bubble flows. Issa and Kempf [7]
simulated the slug flow in horizontal and nearly horizontal pipes
with the two-fluid model. They concluded that when the two-fluid
model is invoked within the confines of the conditions under
which it is mathematically well-posed, it is capable of capturing
the growth of instabilities in stratified flow leading to the genera-
tion of slugs.

One of the major concerns of engineers is the pressure of the
two-phase flow at different stages (Fig. 1). Rapid approximations
of pressure drop can be calculated using the relation presented by
Lockhart and Martinelli [2]. This correlation is empirically de-
rived and has a predictive capability within +50%, with a great
majority of the predictions within 25%. The correlation is more
precise for certain flow patterns while it is high for stratified,
wavy, and slug flows. This correlation is meant to predict friction
losses only, as there is no hydrostatic component without a change

JANUARY 2007, Vol. 129 / 1
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in elevation. Chenoweth and Martin [8] utilized 38.1-76.2 mm
diameter galvanized steel pipe for isothermal air-water mixtures at
different pressures to derive their relation. Pressure oscillations in
a pipeline occur when the gas-phase is discontinuous, or the flow
rates are changed, or in a case of rupture. Predicting of pressure
pulses are also an important design criteria to prevent rupture [9].
Since a slug flow is a periodic phenomenon, if the frequency of
the wave is near to the frequency of the structure, then it can yield
to resonance and can increase damage risk to the conduit. From
the pressure pulses it is possible to extract information about flow
properties like average density and flow velocity [10]. Pressure
fluctuations might be used to discover and locate leaks in long
water tunnels and offshore pipelines [11]. It can also be used for
flow regime prediction in combination with transient void frac-
tion. Flow control is the other area that requires knowledge about
pressure waves. A large amount of work has been devoted to the
study of pressure propagation in two-phase flow. Experimental
work has shown that the pressure pulses could be approximated
by the Woods equation for low frequencies [12,13] and that the
velocity and attenuation of the pressure waves were a function of
the frequency and bubble radius [14].

Semenov [15] carried out tests for both horizontal and vertical
flows and concluded that the pressure fluctuations were higher
than predicted by homogenous theory. However, experiments in
vertical slug flow showed that the pressure pulse velocity ap-
proached the homogeneous velocity as the number of slugs in-
creased [16,17].

Lack of solid and comprehensive design methods for predicting
and calculating the pressure variation in two-phase air/water flow
situations has left engineers without essential information for
proper design of two-phase systems, especially in hydraulic struc-
tures, such as, pipelines, tunnels, and culverts. No doubt that

2 / Vol. 129, JANUARY 2007

Stages of flow from pressurized to free-surface

much more field and laboratory investigations are needed to in-
crease the knowledge in this area of science. Hence, this paper is
another experimental study on two-phase air-water flow. The
equipments such as differential pressure transducer (DPT) and
digital camera for image processing and transparent pipe with
90 mm inside diameter and 10 m long were used. The variables
and measurements are, air flow rate, water flow rate, pipe inclina-
tion, head water, pressure, and pressure drop at different locations
and levels in the conduit. The results are presented in dimension-
less forms as normalized pressure related to other dimensionless
variables. The hydraulic system has been scaled down, while con-
sidering all key variables of two-phase flow such as, void fraction,
concentration, longitudinal slope, frequency, etc., which has not
been seen by many other investigators all together. Also, another
unique situation is that, the model of circular pipe having 90 mm
inside diameter is large enough to minimize scale effects. In this
respect, this paper is a comprehensive experimental study for two-
phase air/water flow, for forecasting pressure variation in slug
flow situation.

2 Two-Phase Flow Formation and Important
Parameters

Hydraulic instability may occur during the transition from free-
surface to pressurized flow in a closed conduit. In a certain range
of headwater (h,), between free-surface and pressurized flow con-
ditions, the sudden change of boundary conditions induce air-
water mixture flow in the conduit. Air entrainment can cause se-
vere pressure fluctuations, which may damage the pipeline and
cause other related problems.

Transition from pressurized to free-surface flow, which occa-
sionally happens in long water conduits such as, tunnels and cul-
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Fig. 2 Schematic view of the experimental setup

verts, is classified into six stages, as shown in Fig. 1. Stage a
indicates completely pressurized flow and usually occurs when
hi/D=1.5 (D is the conduit inside diameter or height) and the
conventional pressurized flow equation is used [18]. At stage b the
sudden filling of a partially full conduit, or the falling down of
water level in an upstream reservoir, could result in the release of
air into the water. In order for the trapped air to escape into the
atmosphere, the pressure inside the bubble has to exceed a certain
threshold value. After partial release of air, the pressure inside the
bubble drops below the threshold value and the remaining air
undergoes compression and expansion. The next release of the
air-water mixture occurs when the pressure inside the air bubble
drops below the threshold value again, which is the start of slug
flow. Stage ¢ implies fully developed slug flow, which is the most
complicated pattern in a two-phase flow and includes extreme
conditions. At this stage, the flow contains compressible air
bubbles translating in a velocity different from the water velocity.
Stage d includes the initiation of instability inside the fluid and
refers to the tendency of the flow to return to its original state after
being perturbed. Due to the hydraulic properties of flow and flu-
ids, after the occurrence of instability the flow begins to make and
develop regular and irregular waves which yield to stage e. For
stage f, the flow is almost uniform and the fluid interface is close
to a straight line and the flow is stratified smooth. Therefore, the
“two-fluid model” can be used for this stage [19].

In the two-phase flow, traditional dimensionless groups have
very limited use in correlating data. Among many parameters and
forces which affect the two-phase flow, turbulent diffusivity and
buoyant force are the most important. Therefore, the pressure
which relates to gravity, Reynolds shear stress, interfacial forces,
and fluid properties are important functions and can be obtained
from

Journal of Fluids Engineering

P =04 VoD, 8, s Mops Pas P T Too [ @) (1)

where P, Q,, V... D, g, u, p, 0, 7y, [, ¢, are pressure inside the
pipe, air discharge, water velocity, pipe inner diameter, accelera-
tion due to gravity, viscosity, density, surface tension, shear stress,
wave frequency, and pipe inclination, respectively, & is a func-
tional symbol and subscripts a and w denote air and water.

Applying dimensional analysis and using V,,, p,,, and g as basic
dimensional independent variables, leads to the following relation
among the dimensionless parameters:

P Qa 70 a Pa Ma Moy gD Df .

p Ve C\V,D¥p, V2 p,DVL p, w, p, DV, VLV,
(2)
or with convectional form of dimensionless variables
P
~ = §(&,Kf,We, a, 22 Re Fr,Sh, sin <p> 3)
Vs 0, Moy

where Q, Kf, We, a, Re, Fr, and Sh are discharge, friction factor
(Ky=f7pLID, L is the characteristic length), Weber number, void
fraction, Reynolds number, Froude number, and Strouhal number,
respectively. Applying the incomplete-self-similarity approach
[20], and introducing B=Q,/0,,, C=B/(1+pB), P,=P/(p,g), h
=kVi/2g, sin =35 and also by simplifying and substituting into
Eq. (3) the result would be

P — We
S _ g( C. Ko, % Re,Fr,Sh, —) )
My FI'\J'l - S()

h
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Fig. 3 The arrangement of sensors at a pipe section

Zielinski and Willemonte [21] showed that when Reynolds
number is greater than 10%, the effects of viscosity could be ne-
glected (same as single-phase flow in pressurized pipe), then

P _
7’7 = &C,K, a,Fr,Sh,wfs) (5)
where wfs=We/(Fr(1-5,)").

Using the above dimensionless parameters, the experimental
tests have been carried out and analyzed based on the achieved
data.

3 Test Facility and Experimental Description

The experimental apparatus was designed and constructed to
obtain two-phase air-water flow in horizontal and inclined pipes.
The pipe was 10 m long, with an inner diameter of 90 mm using
transparent plexiglass material in order to permit visual observa-
tion of the flow phenomenon. The tests were done at room tem-
perature and pressure. The temperature of the water was held con-
stant for each test, between 18 and 25°C. The experimental
equipment consisted of a closed water circuit, an open gas circuit,
and test sections. The entrained air was released directly to the
atmosphere at the end of the main pipe from the lower reservoir.
The mechanical support of the loop was specially constructed to
absorb the vibrations generated by the flow. A schematic represen-
tation of the experimental setup is shown in Fig. 2.

About 300 piezometer taps were set to connect the pressure
sensors to the pipe. Digital cameras, scales, and rulers were used
for measuring the water surface level, wavelength, and void frac-
tion. A PC coupled with cameras and data acquisition system was
employed for visualizing the flow phenomena and data recording.
Experiments were conducted with deionized water as a working
fluid at an atmospheric pressure condition. The pressure sensors

used, were variable reluctance differential pressure transducers,
which could measure the pressure from 88 to 350 cm H,O.

For each test, 8 pressure transducers were used, 7 were ar-
ranged on half of the pipe perimeter at different angles (6
=30 deg, 60 deg, 90 deg, 120 deg, 150 deg, 180 deg) as shown in
Fig. 3, while the last one was used to measure the pressure inside
the separator tank. About 455 tests were done, and 2730 data were
recorded. Table 1 shows the range of variables such as air and
water discharge and other variables including pipe inclinations,
longitudinal (x=1.61, 2.82, 4.02, 5.22, 7.12, 8.92 m, x direction is
shown in Fig. 2) and lateral measurement points and the minimum
time for data recording.

4 Results and Analysis

Figure 4(a) shows an example of pressure fluctuation signals
measured at different positions (x). For choosing the right test
period, one directional variance analysis for up to 12 h has been
used [22]. It was shown that 150 s is an optimum time for all
variable test requirements including extreme values. From the ob-
served time shifts and knowing the distance between the pressure
transducers, the velocity of the two-phase flow can be calculated.
In Figs. 4(b) and 4(c) pressure signals are shown for the same
geometrical and test conditions as in Fig. 4(a), but with different
air and water flow rates.

As shown, pressure fluctuation has a periodic character. Figure
4(d) shows an example of pressure fluctuation signals measured at
different pipe depth or sectional position (angles, 0 deg, 30 deg,
60 deg, 90 deg, 120 deg, 150 deg, 180 deg). As is expected, there
is no time lag among the results and the pressure decreases from
the bottom to the top of the pipe or, to the air bubble pressure at
the top. Figure 5 shows sectional nondimensional or normalized
mean pressure (or P,/h when P,=P/(p,,g)) distribution in a hori-
zontal pipe at x=1.61 m.

Figure 6 shows the variation of normalized maximum and mini-
mum pressure with the normalized mean pressure for different
Q,/0,,. The relations between the parameters can be presented as

2 0.75
(ﬂ) =O.6e"4'850<1.2<ﬂ) +2.4<%> ) (6a)
h max h QW

1.1 0.85
<ﬁ> =0.6e1‘2550(0.95(ﬁ) +0.45(&) ) (6b)
h min h Qw

The rest of the results can be represented by mean pressure and
convert to minimum or maximum pressure using the equations, if
required. Normalized average pressure plotted against nondimen-
sional distance along the pipe is shown in Fig. 7. Each set repre-
sents constant air and water flow rates and piezometer levels. An
interesting result is that the pressure decreases with increasing

Table 1 The test variables

Pipe Air Discharge Water Longitudinal | Lateral Meas. Points Data
Inclination (litYmin) Discharge | Position of "I:est (Deg.) Recording
(%) Range Sections (x) Time (sec)
(lit/sec) (m)
0,05,1,2, 67,100,120, 4-25 1.61,2.82,4.02, | 0,30,60,90, 120, Minimum
3,4 150, 180, 210, 5.22,7.12,892 150, 180 150
240, 270, 300,
330, 360, 400
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Fig. 4 Examples of pressure fluctuation pulses for different conditions in slug flow at different longitudinal positions (x)

height (or € from O deg to 180 deg) and the pressure loss of water
flow (the lowest piezometer at 0 deg) is more than that of air flow
(the highest piezometer at 180 deg). From this figure the follow-
ing correlation is reached for the pressure gradient (dP,/dx),
which remarks on the effect of the piezometer angle (in rad), or
water depth in the pipe and the pipe length to the diameter,

dpP
d—” =27 X 10-4e-°~52% +(~0.0036*+0.0176-0.028) (7)
X

Pressure drop per unit length is plotted versus Q,, and Q,/Q,, in
Figs. 8(a) and 8(b), respectively. Each curve represents constant
air flow while, water flow rate was changed. As is expected, the

21

pressure drop increases with both water and air flow rates. It must
be noted that for high values of water flow and low values of air
flow, the increase in pressure gradient is stronger. Also, when the
gas flow rate is increased, the rate of the pressure drop is de-
creased. The result can have the following relationship in order to
predict pressure drop:

200 _ gebl0d0,)
L

(8)

The coefficients a and b are obtained by optimizing the mean
relative error among the measured statistical package for the so-
cial sciences (SPSS) as

rad.

0 n/6 n/3

1.8 4
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1.2
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0.9

0.6

0.3

/2 2zn/3 5 =n/6 T

0 30 60

90 120 150 180

(0) Piez. Angle (deg.)

Fig. 5 Typical mean pressure distribution on the pipe wall in a horizontal pipe (at x

=1.61m)
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Fig. 6 Normalized maximum and minimum instantaneous pressure versus

mean pressure

a=0.00302+0.006Q, + 0.07 (9a)

b=0.18Q7 - 2.4502+ 11.55Q0, - 19.7 (9b)

The influence of air/water flow rates and the positive pipe slope or
downward flow (0%, 0.5%, 1%, 2%, 3%, and 4%) on the mean
pressure is presented in Fig. 9(a). The figure includes all data
points for different setup conditions. It is clear that the normalized
mean pressure increases with air/water rate ratios up to a certain
value between 0.7 and 0.9, then decreases with the increase of
air/water rates. Also, the pressure peak value increases with the
pipe inclination too. The increased pressure causes awful effects
on the pipeline, depending on the pipe properties and geometry,
and its support structure and hydraulic operation. Best fitted
curves among data points of normalized mean pressure and air/
water rates are plotted for different pipe inclinations (Fig. 9(b)).
This interesting result clearly shows the effect of pipe slope as
well as air/water discharge ratio on pressure and, hence, should be
considered in the design problems.

To investigate the effect of dimensionless parameters given in
Eq. (5), i.e., Froude number, pipe inclination, void fraction, and
concentration, the results of normalized mean pressure are plotted
against each parameter. First of all, the pressure is plotted as a
function of Strouhal number (Sh) for different pipe inclinations in
Fig. 10. The mean pressure increases with Sh up to about 0.05 and

then decreases with increasing Sh. Also, for a constant Sh, the
normalized mean pressure increases with the pipe inclination.

Figure 11 shows the variation of the dimensionless parameter
Fr,;,/Fr versus the normalized mean pressure, while

+0,
Fr,, = QLS Fr= Q(IJ—QSW (10)
Ngh VgD

The plotted points implicate that the fitted relation between
P, /h and Fr,;,/Fr can be represented by second order polynomial
equations as drawn.

The relation between pipe inclination and mean pressure rela-
tive to the mean pressure in the horizontal pipe is illustrated in
Fig. 12. The results show that by increasing the pipe inclination
the mean pressure increases. The best correlation yields to be

Py _(1+25)°

= 11
P (1-58p) o
where, Py is the mean pressure in the horizontal pipe. Figure 13
shows the effect of the dimensionless parameter Ky=frpL/D
against the normalized mean pressure for different pipe inclina-
tions (L is taken as the slug wavelength). The parameter frp is the
two-phase flow friction factor and defined as [19]

10
Piez. Angle{(Deg.): o0 =230 260 X8 x120 o 150 +180I
9
< o o
8 °
° ©
7
6 o .
o
4 A A
A a
3 X e
X X X x <
2 LN T : 3
1
[1} .
0 20 40 60 80 100
x/D

Fig. 7 Normalized mean pressure versus the pipe distance
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where, G, x,,, and u are mass velocity, mass quality, and viscosity,
respectively. Equation (12) is a kind of well-known Blasius for-
mula. It is clearly seen that there is a peak for normalized mean
pressure at K;=200. Also, for a constant K, pipe inclination in-
creases the value of pressure.

Figure 14 shows the relation of P,/h versus wfs for all data. It
can be seen that increasing pipe inclination, for a given wfs, in-
creases the normalized mean pressure. Also, at a certain value for
wfs of about 1700, the curves have a peak from 2.7 for the hori-
zontal pipe to 4 for 4% pipe slope. Figure 15 shows the effect of
void fraction on the normalized mean pressure.

Void fraction (@) is an important parameter of two-phase flow
which is the ratio of volume of air or gaseous phase to the total
volume of two-phase flow, or

o= 2o _Ld (13)

v,+v, M
where, L,, A,, \, and A are the air bubble length, air bubble
sectional area, wavelength, and the pipe sectional area, respec-
tively. It can be seen that increase of pipe slope for a constant void
fraction decreases the normalized mean pressure for « up to 0.45
while after this value pressure increases with pipe slope. Also,
there is a peak value for the pressure at different inclinations
which varies from 2.7 to 3.8 for this study. Figure 16 illustrates
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the variation of normalized mean pressure against wave Froude
number (Fr,=c/V\g) for different pipe inclinations, where c is the
wave celerity or the velocity of the slug front.

An interesting result is that, for Fr.<0.14 increasing the pipe
slope, decreases the normalized mean pressure while for Fr,
>0.14 the pressure increases with pipe slope. As seen, at Fr,
=0.14 the lines intersect and a singular point is obtained at a value
of 3.3 for P,/h. Applying the trial and error procedures, the fol-
lowing expression is obtained:

%:aFr§+bFr(.+c (14)
where

a=- 14375, -42.15 (15a)

b=1946.95,-21.13 (15b)

c=-2435,+10.24 (15¢)

Figure 17 includes the entire data and fitted curves for normal-

ized mean pressure versus air concentration (C) for different pipe
inclinations. As the concentration increases up to about 0.4, the
value of P,/h increases, while for higher values of concentration,
P,/ h decreases. Figures 18—20 compare the results of present ex-
perimental model with the theoretical and available experimental
results of previous researches. Figure 18(a) illustrates the varia-
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Fig. 9 Dimensionless mean pressure versus air/water flow rates ratio for different pipe

inclinations: (a) data; (b) best fit curves

tion of pressure loss versus water flow rate for Q,=2 1/s. The zero
slope pipeline which was used by Yakubov [23] was 2.54 cm
diameter and 3.5 m long. The dimensionless parameter Q,,/Q.
(Q.=V.A, and V,=(gD)", D is the pipe diameter) was used to
have a better criterion for comparison. Figure 18(b) compares the
normalized mean pressure from the present study and the same
reference. Despite the significant difference between the results,
the close behavior and trend can be seen between the results. It
should be noticed that for the pipe diameter of 2.54 cm the effects
of surface tension and viscosity are more significant. Figure 19
compares the present results with Gongalves et al. experimental
data [24], Boll’s model, Calvert’s formula, and the Yung et al.
expression (all data are taken from Gongalves et al.). Good agree-
ment exists between the results of present model and those of
previous researches, especially Boll’s and Gongalves et al. Figure
20 shows the results of the present data with the numerical model
of Tarasevich [25]. Tarasevich presented a method of calculation
for the two-phase flows based on the method of characteristics.
This method uses the two-scale joint grid: one for liquid phase
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and other for gas phase. The majority of the points are within
+15% bound, which show fair agreement between the present data
and numerical results of Tarasevich.

As shown, P,/h has significant relations with each dimension-
less parameter, developed in Eq. (5). However, in order to show
the multivariation equation between the results, the general statis-
tical package SPSS and the trial and error methodology were
used. The SPSS is a statistical program which estimates the rela-
tion of multivariable functions such as, y=f(x;,x,...,x,). The
error functions are root mean square (R?) and the normalized root
mean square error function (NRMSE) expressed as [26]

> (F(x) - f(x))>
> (fx) - P>

where F(x) is the estimated amount, f(x) is the measured data, and

NRMSE = (16)

f is the average of the measured data.
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Fig. 10 Dimensionless mean pressure against strouhal number for different
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Pn/h

0.06 0.08 0.1 0.12
Fran/Fr
Fig. 11 The effect of dimensionless parameter Fr,,/Fr versus dimensionless

mean pressure

The error function NRMSE must be small in order to have the
best relation among all parameters. Using the SPSS package, a

number of combinations have been tried and the following rela- 14
tions have been obtained 135
Py 019 Fr%% K} 'O 5026 an 13
o gp017 Q002013 125
P ‘f 1.2 Equ. 11
—1=0.05 Fr%% +0.15 Sh 0% + 0.10K7°° + 0.11a%5 + 0.10C%# &
h 1.15 N\ Data
+0.03wfs%1 4+ 1.01 (18) 1.1
1.05
Ph 0.26 Frl,43 K()_A81a0403 (19)
e ;
h 0.19 ~0.2 0.26
S C*wfs 0 0.01 0.02 0.03 0.04 0.05

Figures 21(a)-21(c) show the comparison between measured
and calculated pressure using Eqgs. (17)—(19). The majority of the
points are within +10% bound, which shows a very good result
for this kind of experimental work with quite a few variables.
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Fig. 12 Relation between pipe inclination and dimensionless
mean pressure
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Fig. 16 Variation of dimensionless mean pressure versus Fr,

Thus, Eq. (19) as the best obtained equation and being a good tool
for predicting mean pressure in a water tunnel due to formation of
two-phase air-water flow is introduced. Also, this value can be
used to obtain maximum and minimum instantaneous pressure
using Eq. (6). Each equation has been checked by comparing
P,/h from measured and calculated data. Figure 22 illustrates
NRMSE and R? for each equation. As it is seen for Eq. (19), lower
values of NRMSE and R? compared to the other results are ob-
tained.

5 Concluding Remarks

Experimental investigations were carried out to clarify the pres-
sure characteristics of two-phase air-water slug flow in a circular,
horizontal, and inclined pipeline. The main parameters affected
are shown in Eq. (1) and in the nondimensional form in Eq. (5).
While the effects of individual parameters in the equations are
shown in Figs. 8-16, the accuracy of present data has been
checked with previous available published works (Figs. 18-20).
Finally, using the SPSS statistical package, the comprehensive Eq.
(19) has been obtained, to show the dimensionless mean pressure,

P,/h, as a function of the most effective parameters. Also, the
validity of the suggested equation, using the present results, with a
tolerance of +10% is shown in Fig. 21(c). Although Eq. (19)
represents the mean pressure variation, but for instantaneous
maximum and minimum pressure changes, Fig. 6 and Egs. (6a)
and (6b) can be used.

Nomenclature
A = the pipe sectional area
A, = air bubble sectional area
D = pipe inner diameter
F(x) = the estimated amount
G = mass velocity
L = pipe length or characteristic length
L, = the air bubble length
NRMSE = the error function (normalized root
mean square error function)
P = pressure inside the pipe
P, = mean pressure head

Pu/h

1 T T

0 0.1 0.2 0.3
Concentration

Fig. 17 Variation of P,/h with concentration
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M =

0

mixed viscosity
piezometer angle

p = density
o = surface tension
T wall shear stress

f*

functional symbol

Dimensionless parameters

C=- _ B8 . .
=040, 148 air concentration
Fr=-< or 2.+9,
=T oD’ Froude number
K= pré friction coefficient
VD
Re== "= = Reynolds number
D
Sh= Vf Strouhal number
So=sin ¢ = pipe slope
V2D
We=-"- = Weber number
olp
LAs . .
a=-7" = void fraction

wfs=We / FrV1-S, = relative dimensionless parameter
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Suppression of Cavitation in
Inducers by J-Grooves

Cavitation is a serious problem in the development of high-speed turbopumps, and an
inducer is often used to avoid cavitation in the main impeller. Thus, the inducer often
operates under the worst conditions of cavitation. If it could be possible to control and
suppress cavitation in the inducer by some new device, it would also be possible to
suppress cavitation occurring in all types of pumps. The purpose of our present study is
to develop a new, effective method of controlling and suppressing cavitation in an inducer
using shallow grooves, called “J-Grooves.” J-Grooves are installed on the casing wall
near the blade tip to use the high axial pressure gradient that exists between the region
Jjust downstream of the inducer leading edge and the region immediately upstream of the
inducer. The results show that the proper combination of backward-swept inducer with
J-Grooves improves the suction performance of the turbopump remarkably, at both par-
tial flow rates and the design flow rate. The rotating backflow cavitation occurring at low
flow rates and the cavitation surge which occurs near the best efficiency point can be
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almost fully suppressed by installing J-Grooves. [DOI: 10.1115/1.2375126]
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1 Introduction

Cavitation occurring in turbomachinery is a problem to users
and designers. Therefore, a good amount of research has been
conducted to overcome or suppress this phenomenon. Conven-
tional methods of raising the pressure in a minimum pressure
region including lowering the pump inlet, reducing inlet pipe loss,
or installing an inducer and a booster pump have been proposed.
In the case of installing an inducer, many studies (e.g., Lakshmi-
narayana [ 1] and Japikse [2]) have been performed to improve the
suction performance of the pump by optimizing the geometry of
the inducer. Because cavitation is a physical phenomenon, it is
impossible to completely restrain the outbreak of cavitation, but it
is expected that it can be suppressed internally to some extent.

Kurokawa et al. [3—6] have proposed shallow grooves, named
“J-Grooves,” mounted on a casing wall of turbomachinery in the
pressure gradient direction of the main flow as countermeasures to
various abnormal flow phenomena such as the rotating stall in
parallel-walled vaned and vaneless diffusers, and the rising head
curve characteristic with increasing flow rate in mixed and axial
flow pumps. From the previous related studies, it has been verified
that J-Grooves can suppress various undesirable flow phenomena
with rotation by controlling the angular momentum of main-
stream. In addition, one more important characteristic of the
J-Groove is to increase the pressure in the low pressure region by
carrying the high pressure fluid to the low pressure region through
the groove. If this characteristic of increasing the pressure at low
pressure region can be applied to the control of cavitation, sup-
pression of the cavitation occurring in turbomachinery can be
achieved.

Inducers have been used to control cavitation in centrifugal
pumps because they contribute to gentle slope of the head drop,
and smaller blockage in the passage. However, as the inducer is an
impeller operated under the most severe condition of cavitation,
various cavitation phenomena including rotating cavitation and
cavitation surge occur in the inducer (e.g., Tsujimoto et al. [7]).
Moreover, from the report of Imano et al. [8], strong rotating
cavitation occurring in the inducer of a liquid hydrogen tur-
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bopump has caused engine trouble in the H-II rocket. Kamijo
et al. [9] suggested a method to suppress the rotating cavitation
but the method was not clearly confirmed to be a general method
in a later study by Fujii et al. [10]. For the present problem, it is
believed that the J-Groove is an effective method for suppressing
rotating cavitation, because the J-Groove controls the angular mo-
mentum of main flow.

The purpose of this study is to clarify the effectiveness of cavi-
tation suppression in an inducer by employing J-Grooves. If it
could be possible to control the cavitation and to extend the op-
erating range of the inducer, cavitations occurring in various
pumps might also be controlled and suppressed by employing
J-Grooves because the inducer is operated under the most severe
cavitation conditions.

2 Experimental and Computational Method

2.1 Experimental Apparatus and Method. With an experi-
mental apparatus of a sealed circular conduit system including a
pressure control tank with a capacity of 2.5 m?, performance tests
and cavitation tests were conducted using a centrifugal pump as
shown in Fig. 1. The impeller inlet blade angle varies at each
width location of blade inlet such that B; ,,=21.5 deg near hub,
Bimedium=15 deg at a medium width location and B,
=11.5 deg near the front shroud. The specific speed of the test
pump is determined to be ny=300. The cavitation test was con-
ducted after having adjusted dissolved oxygen in the water to
lower than 3 ppm by deaeration driving of filtered clean water for
10 h under a lowered internal pressure of the apparatus. The avail-
able net positive suction head NPSH is controlled by the base
pressure in the pressure control tank which is connected to a
vacuum pump. The rotational speed n of the test pump is fixed to
2000 min~'. The Reynolds number is 4.2 10° characterized by
diameter d and tip speed u, of the inducer. To record the behavior
in the cavity around the inducer, the inducer casing was made of
transparent acrylic resin. A digital still camera and a stroboscope,
synchronized with the inducer rotation, were used to take pictures
of the internal flow around the inducer. To measure the static
pressure along the inducer wall, 14 pressure taps are installed on
the inducer casing wall in the axial direction.

The schematic view and specifications of the inducers are
shown in Fig. 2 and Table 1. Three kinds of helical inducers are
adopted. The blade number and outer diameter of the inducers are
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Fig. 1 Schematic view of test pump. (a) Flat-plate inducer A
(B1=P>=17.5 deg); (b) cambered inducer B (B;=13 deg, B,
=17 deg); (c) flat-plate inducer C (B;=8,=19.5 deg).

3 and 89 mm, respectively. Tip clearance between the inducer tip
and housing wall is fixed to 0.5 mm. The blade thickness of the
three inducers is constant hub to tip and equal to 3 mm. As the
blade angle of a helical inducer has a considerable effect on the
suction performance (Japikse [2] and Tahara et al. [11]), the in-
ducer blade angle is usually fixed at a very large angle from the
axial direction to minimize the occurrence of cavitation on the
blade pressure surface. Therefore, a flat-plate helical inducer with
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Fig. 2 Test inducers
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Table 1 Design parameters of test inducer

Inducer A B C
Inducer diameter 89 mm 89 mm 89 mm
Tip clearance 0.5 mm 0.5 mm 0.5 mm

Blade number 3 3 3

Blade inlet angle at tip 17.5 deg. 13.0 deg. 19.5 deg.
Blade outlet angle at tip 17.5 deg. 17.0 deg. 19.5 deg.
Axial length at tip 85 mm 40 mm 75 mm
Solidity at tip 3.03 1.69 1.62

a blade angle of 17.5 deg from tangential was adopted as a control
(test inducer A). In the case of cambered inducer B, the blade inlet
angle from tangential is determined to be 13 deg, but the blade
outlet angle is determined to be almost the same as that of test
inducer A because a flat-plate helical inducer does not work when
the flow achieves the shockless flow rate. Besides, since previous
studies by Japikse [2] and Bakir et al. [12] have clarified that the
suction performance of an inducer can be improved by applying a
backward swept leading edge inducer blade, test inducer B has a
backward swept leading edge. For the purpose of improving suc-
tion performance even further, test inducer C with a backward
swept leading edge is designed to suppress the cavitation occur-
ring on the inducer hub region by adopting CFD results in Sec.
2.2.

The J-Groove, which is installed in the axial direction on the
inducer casing wall has a rectangular cross-sectional area. The
definition and parameters of different J-Groove configurations are
shown in Fig. 3 and Table 2. Four configurations were tested for
the experiment. The depth of all J-Grooves is the same, 2 mm.
The configuration with 32 grooves, 6 mm width is called
J-Groove 1. This is defined as a standard geometry in the present
study. J-Groove 2 has half the number of grooves as J-Groove 1
but the width is increased from 6 to 10 mm. J-Groove 3 has the
same dimensions as the downstream section of J-Groove 2, but
has no groove upstream of the leading edge. J-Groove 4 is the
same as J-Groove 2, except that the width is 12 mm. Referring
again to Fig. 3, the length of the upstream portion of the J-Groove,
Ly, is the length measured from the inducer leading edge. This
upstream portion of the J-Groove must be of sufficient length to
suppress the swirl flow which occurs at low flow rates [4]. The
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Fig. 3 J-Groove mounted on a casing wall of inducer

Table 2 Parameters of J-Groove

Length L[mm]

Number Width Depth Upstream  Downstream
J-Groove N W[mm]  D[mm] L, L,
1 32 6 2 20 20
2 16 10 2 20 20
3 16 10 2 0 20
4 16 12 2 20 20
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Fig. 4 Comparison of wall pressure distribution without
J-Groove for cambered inducer B (¢=40 mm). (a) r/R=0.40
(near blade hub); (b) r/R=0.87 (near blade tip).

downstream portion of the J-Groove likewise must be the correct
length in order to suppress cavitation. This length, L,, is deter-
mined using the results of the CFD analysis described in Sec. 2.2.
The uncertainty estimates for each variable in the graphs are
based on the method of Abernethy et al. [13]. Measurement un-
certainties for pump performance in a noncavitating flow condi-
tion are estimated to be ¢p==+1.39%, y=+1.0%, v=+1.4%, and
n=+2.23% at the flow rate of best efficiency. For the cavitation
test, since the uncertainty on the differential pressure is +0.5%,
the resulting uncertainties of available net positive suction head,
suction specific speed, and cavitation number are estimated to be
NPSH=+1.0%, S=+1.15%, and o0=+1.0%, respectively.

2.2 Determination of J-Groove Effect by CFD Analysis. In
order to confirm the effect of J-Grooves on the suppression of
cavitation in the best way, the selection of downstream length, L,,
of the J-Groove should be examined. As the pressure gradient in
the axial direction of the inducer passage transports fluid from
downstream of the inducer leading edge to the upstream area
through the J-Grooves, the location of the J-Grooves should be in
the region of the maximum pressure gradient. For the case of
inducer only operating in the casing, CFD analysis using a com-
mercial code CFX-TASCflow [14], was conducted under the con-
ditions of a single flow passage. The grid number of about 3
X 103 has been used together with the k-g turbulence model and
constant pressure at inlet and averaged outflow at outlet are the
used boundary conditions. As shown in Fig. 4, the circumferen-
tially averaged results in inducer B confirms that calculated rela-
tive pressure distribution agrees well with the experimental result
and the maximum pressure gradient is located in the range of 0
<x/ € <0.5. Therefore, the downstream length of J-Groove is de-
termined to be x/ € =0.5.

When J-Grooves are installed on the casing wall, suppression of
cavitation occurring in the vicinity of a blade tip is expected, but
it is difficult to suppress cavitation occurring in the region of an
inducer hub. Hence, if the effect of the J-Groove can improve the
low pressure in the region of the inducer hub, it would be harder
for cavitation to occur in the region, and considerable improve-
ment of the suction performance can be expected. Figure 5 shows
the calculated pressure distribution along the blade surface for
inducer C at the flow rate of best efficiency (¢/y,,=1.0) with
and without backward sweep at the leading edge. The pressure
distributions near the blade hub (r/R=0.40) and near the blade tip
(r/R=0.87) are shown in Figs. 5(a) and 5(b), respectively. It is
clear from the figures that minimum pressure on the blade surface
is increased remarkably when applying backward sweep at the
leading edge. Without the backward sweep at the leading edge, the
region of blade inlet pressure drop is wide in the span direction.
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Fig. 5 Calculated pressure distribution along a blade surface
for flat-plate inducer C (¢/ ¢pep=1.0, B1=,=19.5 deg). (a) Ef-
fect of inducer; (b) effect of J-Groove.

However, with a backward swept leading edge, the pressure drop
region is limited to an area near blade tip region. Therefore, the
CFD result suggests that suppression of cavitation at the hub re-
gion is possible by increasing the pressure at the region using an
inducer with backward swept leading edge, and the low pressure
near the blade tip region of the inducer can be increased using the
J-Grooves. Thus, by referring to the CFD result, a helical inducer
with backward swept leading edge and blade angle of 19.5 deg
from tangential is designed as inducer C.

3 Results and Discussions

3.1 Pump Performance. Figure 6 presents performance
curves of the test pump for noncavitating flow condition. Figure
6(a) compares the performance curves for three cases: (1) Main
impeller without inducer, (2) main impeller with inducer A, and
(3) main impeller with inducer B. Figure 6(b) shows performance
curves for the cases of the main impeller with inducer A (without
J-Groove) and the impeller plus inducer A with J-Grooves 1, 2,
and 3.

As shown in Fig. 6(a), the best efficiency point of the main
pump is located at ¢,,=0.094 and agrees well with the design
flow rate (¢,=0.097). In addition, head increase due to installa-
tion of the inducer is only about 5% of the head of the main
impeller, and head increase due to the inducer in the flow range
near shutoff and high flow rates is small. From the comparison of
the performance curves of the inducers A and B, it is clear that
inducer B with backward swept leading edge has a little higher
head than inducer A over almost the full range of flow rate, but
maximum pump efficiency is 61% in the case of the main impeller
only, 60% after installation of the inducer A to the main impeller,
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Fig. 6 Comparison of pump performance

and 61% after installation of the inducer B to the main impeller.
Thus the effect of the inducer on the maximum pump efficiency is
quite small.

On the other hand, as shown in Fig. 6(b), the head coefficient
and the power coefficient are increased very little after installation
of the J-Groove in the range of low flow rate and at the best
efficiency point. It is assumed that the slight change in the perfor-
mance curves results from the suppression of swirl flow at the
inducer inlet as the J-Groove suppresses inlet reverse flow (e.g.,
Saha et al. [4]) and then, the drop of theoretical head in the in-
ducer gets suppressed. However, pump performance in high flow
rate range does not improve even after installation of the J-Groove
because there exists no inlet reverse flow in that range.

3.2 Effect of J-Groove on the Suppression of Cavitation.
Figure 7 shows comparison of the suction performance of the test
pump for the cases of main impeller only, installing inducer A to
the main impeller, and installing inducer A to the main impeller
with J-Groove 1. Suction performance can be examined using the
change of pump head with NPSH. The NPSH is calculated as
follows:

NPSH = (p,-p,)lpg + viI2g (1)

Moreover, NPSHp, which is determined at 3% head drop point, is
adopted as a reference “breakdown’ value.

At the flow rate ratio of ¢/ ¢y,,=0.6 as shown in Fig. 7, in the
case of main impeller only, the test pump maintains high head in
the range of low NPSH and then the head decreases sharply. How-
ever, after installation of the inducer in front of the main impeller,
test pump maintains high head in the lower NPSH range as com-
pared with the case of main impeller only, which indicates im-
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Fig. 7 Improvement of suction performance by inducer and
J-Groove

provement of suction performance due to the presence of the in-
ducer. At ¢/ ¢y, =1.0, for the case of main impeller only, it shows
sharp head drop after 3% head drop and for the case of installation
of the inducer to the main impeller, head drop shows a gentle
gradient even after 3% head drop. At ¢/ ¢y,.,=1.4, head starts to
drop from high NPSH region itself and the effect of inducer on
suction performance almost disappears.

In the case of the main impeller with inducer A and J-Groove 1
installed, at ¢/ ¢y,,=0.6, the 3% head drop point shifts more to
the range of low NPSH than for the main impeller with inducer
only. Hence, suction performance improves significantly. At
&/ hpep=1.0, the aspect of preventing the break fall-off of the test
pump does not change very much for the configuration with in-
ducer A with or without the J-Groove. At ¢/ ¢, ,=1.4, the sharp
head drop point in the case of the main impeller with inducer A
and J-Groove 1 is almost the same as in the case of the main
impeller alone.

3.3 Investigation of Optimum Shape of J-Groove. Since
Fig. 7 has clarified that J-Groove is effective on suppression of
cavitation in the inducer at the flow below ¢,,,, the optimization
of the J-Groove shape and its matching with the inducer are
examined.

Figure 8 shows suction performance of the test pump with in-
ducer A and three kinds of J-Grooves. By mounting the J-Grooves
on the inducer casing, at ¢/ ¢,,=0.6, the largest shift in 3% head
drop point occurs using J-Groove 3, which has the widest groove
width. However, at ¢/ ¢y,.,=1.4, neither of the J-Grooves show
such a desired effect on the suppression of cavitation.

Figure 9 compares suction specific speed S for the cases of
combination of main impeller, inducers, and J-Grooves over a
wide flow range. The suction specific speed S is defined as

S = n\Q/(NPSH) (2)

Usually, suction specific speed is defined at the best efficiency
point, but, for the comparison of suction performance of the main
impeller with inducers and J-Grooves, local NPSHp, determined
by NPSH at 3% head drop point for each flow rate, has been used
for the definition of suction specific speed.

Figure 9(a) indicates clearly that the effect of the inducer is
remarkable in the flow rate range of ¢/ ¢, <<1.0, since the suc-
tion specific speed increases appreciably. In addition, inducer B
shows comparatively better suction performance over the entire
flow rate range. However, at the best efficiency point, installation
of any of the 3 inducers does not contribute to the improvement of
suction specific speed to an appreciable extent. Rather, inducers A

Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



e — T T T —TT
El
o 8/ 6 4e0.6
-y o
2R @/ Paeg~1.0
6
B/ G pey—1.4
4L _
—>— With Inducer A
—— With Ind.A & J.G.14
—C— With Ind.A & J.G.2
2k —v— With Ind.A & J.G.3|
+ m ¢ v3% Head drop
1

1 1 1 1 1 1 1
8.1 02 04 1 2 4 10 20 40
NPSH [m]

Fig. 8 Effect of J-Groove on the improvement of suction per-
formance. (a) Effect of inducer (without J-Groove); (b) effect of
J-Groove; (c¢) comparison of suction specific speed with induc-
ers and J-Grooves.

and C decrease the suction specific speed in the range of high flow
rate as compared with no inducer (main impeller only). The rea-
son for low suction performance may be that the inducer outlet
flow has strong swirl even at the best efficiency point (e.g., Taka-
matsu et al. [15,16]), and the main impeller inlet flow generates
cavitation at the blade pressure side, similar to the flow condition
of the high flow rate. Therefore, it is conjectured from this result
that a flat-plate helical inducer designed with a large blade angle
does not contribute to the improvement of suction performance of
the main impeller. Although an appreciable improvement of the
suction specific speed after installation of the inducer to main
impeller is not observed, recall that the main purpose of this study
is to confirm the effectiveness of the J-Groove on suppression of
cavitation.

Figure 9(b) reveals the effect of the J-Grooves on the suction
specific speed. In the case of J-Groove 3, which has no upstream
length (L), the suction specific speed is increased appreciably at
low flow rates compared to the impeller with inducer A. The suc-
tion specific speed of the impeller with J-Groove 3 at ¢/ ¢y,
=0.6 reaches to $§=3400. On the other hand, J-Grooves 1 and 2,
which have a groove upstream length of L;=20 mm, show com-
paratively higher effects at high flow rates. This result suggests
that the groove length is a very important parameter in the im-
provement of suction performance.

Figure 9(c) compares the suction specific speed of the three
inducers with and without J-Groove 1. Along the ordinate, suction
specific speed S is normalized by Syitmout ind.- HEre, Swithout ind.
means a suction specific speed for the main impeller only without
any inducer or J-Groove. In the flow rate range of ¢/, =1.0,
the combination of J-Groove 1 and inducers B and C each result
in considerable improvement in suction specific speed of about
1.6 times Sy;mout ind.- In particular, the combination of J-Groove 1
and inducer B shows the greatest improvement of suction specific
speed at all flow rates, even nearly 1.25 times of improvement in
the high flow rate range of ¢/ ¢y, =1.2.

The above results suggest that improvement of suction perfor-
mance is possible even at high flow rate, by adopting the combi-
nation of a backward swept inducer and J-Grooves, and further
improvement of suction performance can be achieved by optimiz-
ing the shape of the J-Groove.

3.4 Suppression of Rotating Backflow Cavitation and
Cavitation Surge. In order to investigate the effect of inducer and
J-Groove on the suppression of cavitation instabilities, spectral
analysis of pressure fluctuation occurring at the inducer inlet
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Fig. 9 Improvement of suction specific speed by J-Groove. (a)
G Pbep=0.65 (b) Pl Ppep=1.0; (€) Pl Pppep=1.4.

(=x/d=0.94) is carried out for the main impeller with inducer C,
and for the main impeller with inducer C and J-Grooves (Figs. 10
and 11). The normalized frequencies of the cavitation in Figs. 10
and 11 are f/f,.=0.037 of rotating backflow cavitation and
0.073 of cavitation surge.

For the case of main impeller with inducer C, rotating backflow
cavitation occurs in the range of low flow rate (¢/ Doep < 1.0) as
shown in Fig. 10(a). Here, rotating backflow cavitation means a
large cavity cell extending deeply in the axial direction to the
upstream of the inducer inlet periodically and rotating in the same
direction as the inducer. The rotating backflow cavitation can be
suppressed completely by adopting J-Groove 2 as shown in Figs.
11(a) and 11(b). This can be expected, since the original purpose
of the J-Groove was to suppress swirling backflow [3-6]. How-
ever, installation of J-Groove 2 causes a cavitation surge just be-
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Fig. 10 Spectral analysis with inducer C (f,,4=33.3 Hz). (a)
& Ppep=0.6 (J-Groove 2); (b) ¢/ hpep=1.0 (J-Groove 2); (c)
&/ Ppep=1.0 (J-Groove 4).

fore the sharp head drop point at the best efficiency point. From
the tests conducted with various shapes of J-Groove, it has been
found that occurrence of the cavitation surge can be suppressed
almost completely as shown in Fig. 11(c) with adoption of
J-Groove 4, which has a width of 12 mm. Moreover, the J-Groove
4 showed good performance of suppressing cavitation in the range
of high flow rates (¢/p,,>1.0). Therefore, this fact demon-
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Fig. 11

Spectral analysis with inducer C and J-Grooves (fg .5t
=33.3 Hz). (a) Without J-Groove (¢/chpe,=0.6); (b) with
J-Groove 2 (¢/ ¢pep=0.6); (c) with J-Groove 4 (p/ Ppep=1.0).

strates that the J-Groove has two opposite roles, one of which is to
cause cavitation surge and the other is to suppress the cavitation
surge according to the sensitive geometry of J-Groove.

Figure 12 shows the results of the visualization tests for the
occurrence and suppression of the unstable cavitation phenomena.
Rotating backflow cavitation (Fig. 12(a)), a large cavitation col-
umn extending upstream of the inducer inlet, occurs in the case of
the impeller with inducer C and no J-Groove at the low flow rate
(¢! ppe,=0.6). However, by installing J-Groove 2 on the inducer
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Fig. 12 Suppression of rotating backflow cavitation and cavi-
tation surge (o=0.05, inducer C)

casing wall (Fig. 12(b)), the unstable cavitation phenomena dis-
appears. Moreover, suppression of the cavitation surge at the flow
rate of best efficiency (¢/ ¢y, =1.0) is possible by substituting
J-Groove 4 as shown in Fig. 12(c).

4 Conclusions

J-Grooves composed of shallow grooves which are mounted
parallel to the pressure gradient on the casing wall of an inducer
are employed to suppress cavitating flows in simple, low head
inducers. From the results of the present study, the following con-
clusions have been obtained.

The suction performance of an inducer can be improved re-
markably at almost all flow rates by employing J-Groove, particu-
larly when combined with an inducer with a backward swept
blade leading edge. The improvement of suction performance by
the J-Grooves is considerable particularly in the range of low flow
rates. Mismatching of the main impeller to the inducer leads to
worsened suction performance at high flow rates but this low suc-
tion performance can be improved by installing the J-Groove.
Rotating backflow cavitation occurring at low flow rates at the
frequency to shaft speed ratio of f/f.=0.037 can be almost
suppressed by employing J-Grooves. Even though installation of a

Journal of Fluids Engineering

J-Groove causes cavitation surge (f/fga=0.073) just before
sharp head drop at the best efficiency point, the cavitation surge
can be almost suppressed by optimizing the shape of the
J-Groove. The upstream length and the width of J-Groove are
important parameters for the improvement of suction perfor-
mance.

Acknowledgment

The authors wish to express their appreciation to Mr. M. Ito and
Mr. M. Kikuchi for their support on the measurements of pump
performance and cavitation test.

Nomenclature
A, = cross sectional area of impeller outlet
AC, = coefficient of pressure fluctuation
(=p/(0.5pu7))
C, = pressure coefficient (=(p—ps)/(0.5pu,2))
D = depth of J-Groove [mm]
d = diameter of inducer [mm]
f = frequency of pressure fluctuation [Hz]
Ssnate = rotational frequency of inducer [Hz]
H = discharge head [m]
L = length of J-Groove [mm]
| = axial length of inducer blade [mm]
N = number of J-Groove
n = rotational speed [min~']
NPSH = available net positive suction head [m]
NPSHy = required net positive suction head [m]
n, = dimensional specific speed (=nQ'/?/H3*)
[min~!, m3/min, m]
= pump power [W]
pressure [Pa]
= pressure at inducer inlet [Pa]
= vapor pressure [Pa]
= fluctuating differential pressure of p—p;
flow rate [m>/s]
= inducer radius [mm]
= radial distance from the center of inducer axis
[m]
dimensional suction specific speed
(=nQ”2/NPSH£/4) [min~!, m?/min, m]
u, = tip speed of impeller outlet [m/s]
u, = tip speed of inducer [m/s]
v, = averaged velocity at inducer inlet
W = width of J-Groove [mm]
x = axial distance from blade tip of inducer inlet to
downstream [mm)]

S v
I

<

~ QO
Il

%)
Il

B = inducer blade angle [deg]

¢ = discharge coefficient (=Q/(A,u,))

n = pump efficiency (=pgQH/P)

¢ = head coefficient (=H/ (u%/Zg))

v = power coefficient (=P/(pA2u§))

p = density of working fluid [kg/m?]

o = cavitation number (=(p,—p,)/ (O.Sputz))

Subscripts
bep = best efficient point
1 = inlet
2 = outlet
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Numerical Analysis of Wall Slip
Effects on Flow of Newtonian and
Non-Newtonian Fluids in Macro
and Micro Contraction Channels

We performed numerical simulation to investigate the effects of wall slip on flow behav-
iors of Newtonian and non-Newtonian fluids in macro and micro contraction channels.
The results show that the wall slip introduces different vortex growth for the flow in micro
channel as compared to that in macro channel, which are qualitatively in agreement with
experimental results. The effects of slip on bulk flow behaviors depend on rheological
property of the fluid. For Newtonian fluid, the wall slip always reduces the vortex length,
while for non-Newtonian fluid, the strength of the slip determines whether the vortex
length is reduced or increased. Analyses on the velocity and stress fields confirm the
channel size dependent phenomena, such as the reduction of wall shear stress with the
decrease in channel size. With the increase in average shear rate, the Newtonian fluid
shows the reduction of wall shear stress that increases in the same trend with slip
velocity-wall shear stress function, while for non-Newtonian fluid, the effect of the slip is
suppressed by shear thinning effect and, therefore, the reduction of wall shear stress is
less sensitive to the change in average shear rate and slip velocity-wall shear stress
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1 Introduction

The flow in micro channel attracts an increasing attention with
the advance of micro scale devices, which can be found in many
areas such as semiconductor processing and micro electro me-
chanical system (MEMS). The production processes of such de-
vices deal with the flow of fluid in micro channel. Therefore, the
study of flow behaviors of fluid in micro channel should contrib-
ute in the improvement of production processes, which in turn
improves the quality of micro scale devices.

In the study of fluid flow in micro channel, one should be aware
that some factors whose effects can be neglected for the flow in
macro channel, significantly affect the flow in micro channel lead-
ing to the deviation of flow behavior in micro channel from that in
macro channel. The deviation of flow behaviors can be observed
even for the flow in simple channel such as flow in rheometry.
Chen et al. [1] have reported that the values of viscosity measured
using a micro scale slit rheometry are about 30% to 80% lower
than that measured using a macro scale capillary rheometry. Var-
gas and Manero [2] also have reported that the viscosity measured
in capillaries decreases as the diameter of capillaries decreases.
The dependence of viscosity on the channel size is also observed
for a sliding type rheometry as reported by Clasen and McKinley
[3]. Furthermore, for the flow in complex channels, it has been
reported that the flow of polymer solution in a micro contraction
channel shows a different trend in vortex growth as compared to
that in a macro channel [4]. Despite the significance of channel-
size dependent effects as shown in the experimental results, fur-
ther investigation is required to clarify the factors governing the
different behaviors of flow in macro and micro channels.

In the present work, we performed numerical simulation to in-
vestigate the effect of wall slip on the flow in macro and micro
contraction channels, which should contribute in the efforts to
clarify the mechanism of the different flow behaviors in macro
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and micro channels. Yasuda et al. [5] have reported that the mea-
surement of velocity field in the upstream region of micro channel
showed the different value of velocity near the PDMS (polydim-
ethylsiloxane) wall as compared to that near the glass wall. It was
suggested that the velocity difference was caused by the slip be-
tween fluid and PDMS wall. There are many other experiments
which show the apparent slip behavior, for both Newtonian [6-8]
and non-Newtonian [9,10] fluids. This leads us to the hypothesis
that wall slip should be the main factor governing the deviation of
behaviors of flow in micro channel. In our preliminary work [11],
we have performed numerical simulation of the flow of polymeric
solution in contraction channels with slip boundary condition, and
we have confirmed that the wall slip should be an important factor
governing the different vortex growth for the flow in macro and
micro channels. Furthermore, we have performed analysis of the
effects of different slip velocity-shear stress functions on the be-
haviors of polymeric flow in macro and micro contraction chan-
nels [12]. We have shown that the different slip velocity-shear
stress functions affect the bulk flow behaviors in a complex man-
ner, raising the question of how the effects of wall slip should be
related to rheological properties of fluid. To clarify the problem, in
the present work, we performed further analysis and investigated
the effects of wall slip on the flow behaviors of fluids with differ-
ent rheological properties.

2 Numerical Analysis

2.1 Governing Equations. To perform the numerical analy-
sis, we have to solve the momentum and continuity equations, a
set of constitutive equations and a slip equation. Under the as-
sumption that the fluid is incompressible and isothermal, the mo-
mentum and continuity equations are as follows:

p(i—l:+u~Vu>=—Vp+V-(fp+27;SD) (1)
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Fig. 1 Channel geometry and boundary conditions

V-u=0 (2)

where p is the fluid density, u is the velocity vector, p is the
pressure, 7, is the polymeric stress tensor, 7 is the Newtonian
viscosity, and D is the rate of deformation tensor.

The polymeric stress tensor 7, vanishes for Newtonian fluid,
but need to be computed separately for non-Newtonian fluid. To
compute 7,, we used the FENE-P constitutive equation proposed
by Bird et al. [13]. This constitutive equation was derived from a
simple molecular model (dumbbell) for dilute polymer solution.
In this model, the polymeric stress is computed from the dynamics
of model molecules in term of the end-to-end vector R of the
dumbbell. Here, we follow the formulation used in [14], in which
the polymeric stress is expressed in the term of a dimensionless
configuration tensor A=(RR), where () denotes the average
value. Based on this formulation, the polymeric stress can be ex-
pressed as follows:

— u(;A I) (3)
= \p \1—twAlb
DA | |
—=K-A+A-KT+—(I——A> 4)
Dr "N T It AlD

Here, 7, is the polymeric contribution on viscosity at zero shear
rate, & is the velocity gradient tensor (k;;=du;/dx;), \ is a relax-
ation time, b is the maximum extension parameter, and I is the
identity tensor.

To solve Egs. (3) and (4), the initial value of tensor A should be
set such that 7,=0 at equilibrium. Considering 2D case, from Eg.
(3) we have A;;=0 for i #j and A;;=1/(1+2/b) for i=j.

Although the molecular model used in the derivation of the
constitutive equation is very simple, this constitutive equation is
capable to predict the viscoelastic properties of polymer solutions
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Table 1 Parameter of slip models
Slip Model a [m/(s-Pa")] n
SM1 1.0X 1075 0.5
SM2 1.5x 1073 1.0
SM3 2.0% 107 L5
SM4 1.0x 107 0.5

Table 2 Range of average shear rates and nondimensional
variables

Flow type Vavg [87'] Re Wi

Newtonian, Macro 0.025-50

9X10°-2x1072 -

Newtonian, Micro 0.025-50 8% 1079-2x%x1075 -
non-Newtonian, Macro 0.025-5 9% 1076-2 % 1073 0.1-20
non-Newtonian, Micro 0.025-5 8§X109-2x 1076 0.1-20

such as shear thinning property and the presence of positive first
normal stress difference in the simple shear flow and strain thick-
ening behavior of viscosity in the purely extensional flow. Fur-
thermore, it has been shown that the constitutive equation is ca-
pable to reproduce qualitatively the experimental characteristics
of the flow of polymer solution in contraction channels [15].

To account for the wall slip effect, Eqs. (1)—(4) have to be
supplemented by a slip equation. Various slip models have been
proposed based on various theories, which result in various for-
mulations of slip velocity [16—18]. For gas flow, the slip velocity
is usually related to wall shear rate and the Knudsen number [19].
For liquid flow, the slip velocity usually related to wall shear
stress [16,17], but more complex models also account for normal
stress [18]. Because of the dependence of slip velocity on the
properties of fluid and channel surface, the choice of slip model is
problem specific.

In the present work, we investigate the effects of wall slip on
the behaviors of Newtonian and non-Newtonian fluids in general.
Therefore, for the simplicity of computation and analysis, we con-
sidered a simple power law slip model in which the slip velocity
v, (m/s) is related to the wall shear stress 7,, (Pa) as follows:

vy=am, (5)

where a and n are constant parameters. The slip velocity is di-
rected parallel to the wall with sign opposites to the sign of shear
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Fig. 3 Slip velocity v, as a function shear stress 7 for various
slip models
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Fig. 4 Values of slip velocity (a) and shear stress (b) at the
wall for the flow in micro channel at y,,4=5 s~!. Distance r is
measured from the contraction corner (r=1-y for the upstream
wall, r=x for the downstream wall).

stress at that point. The wall shear stress is calculated from the
stress tensor 7=17,+27,D as follows:

Twz‘t'f'n| (6)

where ¢ and n represent tangential and normal unit vectors respect
to the wall. In the case of the wall is parallel to x or y axis, we
obtain 7,,=|7,|.

2.2 Numerical Methods. To solve the governing Egs.
(1)—(5), we adopted the backward tracking Lagrangian particle
method [14]. In this method, the solution of velocity and pressure
fields is decoupled from the solution of polymeric stress fields.
The velocity and pressure fields are computed simultaneously by
solving Egs. (1) and (2) using a stabilized finite element method,
in which the discrete elastic stress splitting method [20] is in-
cluded to improve the stability of computation. The set of consti-
tutive Egs. (3) and (4) is solved by tracking particles backward in
time, and integrating Eq. (4) along the trajectories of particles.
Once the configuration tensor has been computed, the extra stress
tensor can be computed from Eq. (3). For the approximation

Journal of Fluids Engineering

spaces, we used biquadratic continuous, bilinear continuous, and
bilinear discontinuous representations for the velocity, the pres-
sure, and the polymeric stress, respectively.

To apply the slip boundary condition, the velocity on the wall is
computed from the shear stress on the wall at every time step. At
high shear rates especially for slip model with n>1, it is neces-
sary to use under relaxation technique for the calculation of slip
velocity to keep the stability of computation. Therefore, at the
time step i+1 the slip velocity is computed as follows:

vi.” =(1- a)vi, +afar!)™! (7)

where « is a relaxation parameter.

2.3 Simulation Conditions. We considered the flow of New-
tonian and non-Newtonian fluids in 4 to 1 macro and micro con-
traction channels. The representative geometry of the channels
and the boundary conditions are described in Fig. 1. We set H
=107 m (1 mm) for macro channel and H=3X 107> m (30 um)
for micro channel.

For the calculation of stress of the Newtonian fluid, we set 7,
=0.24 Pa-s, while for the non-Newtonian fluid, we used the
FENE-P model with 7,=0.01 Pa-s, 7,=0.23 Pa-s, A=4 s, and b
=10. The predicted rheological properties are shown in Fig. 2. It
should be noted that the non-Newtonian fluid shows shear thin-
ning behavior, in which the viscosity decreases as shear rate in-
creases. Furthermore, under simple shear, the first normal stress
vanishes for the Newtonian fluid, but exists for the non-
Newtonian fluid.

Both no-slip and slip boundary conditions are considered. For
the slip boundary condition, the fluid on the wall is allowed to
slide along the wall, but not allowed to penetrate the wall. This
implies that the direction of slip velocity is strictly tangential to
the wall. To fulfill this condition, the slip velocity is computed
anywhere at the wall, except at the corners, at which the direction
of slip velocity is undefined. If the slip velocity is introduced at
the corners, the interpolation in the finite elements surrounding the
corners results in the nonvanishing slip velocity component nor-
mal to the wall in the region between the corner points and their
adjacent points. To avoid this physically unrealistic behavior, the
slip velocity at the corners is set to zero.

To consider the effects of different slip velocity-wall shear
stress functions, we considered four models with different values
of a and n as shown in Table 1. The curves of those models are
shown in Fig. 3. In the range of considered average shear rates for
non-Newtonian fluid, the slip velocities are in almost the same
order for SM1, SM2, and SM3, while for SM4 the value is about
ten times higher from that for SM1, SM2, and SM3.

3 Results and Discussion

For the comparison of flow behaviors in macro and micro chan-
nels, simulation results are presented in terms of average shear

rate Y,,,=V/H, because for no slip condition, the behaviors of
flow in macro and micro channels under the same average shear
rate should be similar. The average shear rate can be related to the
Reynolds number Re as follows:

VH  pyu.H?
Rezp_zﬁg_ (8)

o o

where V is the average velocity at the exit, and 7, is the zero shear
viscosity (179= 7, for the Newtonian fluid, 7y=7,+ 7, for the non-
Newtonian fluid).

For the non-Newtonian fluid, the average shear rate can also be
expressed in the term of the Weissenberg number Wi using the
following relation:
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The considered average shear rates ¥,,, and the corresponding
values of Re and Wi are shown in Table 2.

3.1 Flow Pattern Near the Re-entrant Corner. Before pro-
ceeding with the effects of wall slip on the bulk flow behaviors,
we present the behaviors of variables in the vicinity of re-entrant
corner. Figure 4 shows the wall values of slip velocity (Fig. 4(a))
and shear stress (Fig. 4(b)) as the function of distance from the
re-entrant corner 7 for the flow in micro channel at y,,,=5 s
For the upstream wall (vertical wall) we set r=1-y and for the
downstream wall (horizontal wall) we set r=x. Because the slip
velocity at the corner is set to zero, we can observe the steep
change in slip velocity in the region near the corner. At the down-
stream wall, the slip velocity of the Newtonian fluid increases
smoothly from zero at the corner to a constant value at r=~H,
while for the non-Newtonian fluid, there is fluctuation in slip ve-
locity before reaching a constant value. In the plot of wall shear

26 / Vol. 129, JANUARY 2007

stress (Fig. 4(b)), we can also observe the steep change of wall
shear stress near the corner. However, the steep change is more
related to the singularity of geometry rather than the singularity of
slip boundary condition, because even for the flow without slip
the steep change in wall shear stress can also be observed.

Even though there are singularities in geometry and slip bound-
ary condition at the corner, we consider that the effect of these
singularities on the bulk flow behaviors is not significance. To
show this, we plot in Fig. 5, the contour of velocity u and shear
stress 7, near the re-entrant corner, for the flow of non-
Newtonian fluid in micro channel at ¥,,,=5 s7!. It can be ob-
served that even there is fluctuation in the slip velocity and wall
shear stress, its effect on the bulk flow behavior is not significant,
because the fluctuation only introduces nonsmooth patterns in a
small region near the downstream wall.

3.2 Effect of Wall Slip on Vortex Growths. The effect of
wall slip on the flow patterns is shown in Fig. 6. Vortex length L,
is measured from the contraction part to the critical point at the
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Fig. 6 Stream line patterns of flow in micro channel at y,,q
=5 s~! for Newtonian fluid (a) and non-Newtonian fluid (b)

wall, which divides the forward and backward flow zones. At
Vave=5 s~!, the slip (SM1) reduces the vortex length L, for New-
tonian fluid, while slightly increases the vortex length for non-
Newtonian fluid. The modification in vortex length depends on the
rheological properties of the fluids, and varies with the change in
average shear rate.

Figure 7 shows the dimensionless vortex length L,/H as a func-
tion of the average shear rate y,,,. Because the considered Rey-
nolds numbers are much smaller than unity, the inertia effect on
the vortex growth can be neglected. Therefore, for the flow with-
out slip, it can be observed that the vortex growths are similar for
the flow in macro and micro channels, even though the Reynolds
number for the flow in the macro channel differs from that in the
micro channel in the order of 103, With the increase in average
shear rate, the vortex length is constant for the Newtonian fluid,
while increasing for the non-Newtonian fluid.

As noted in our previous work [11,12], the occurrence of wall
slip introduces the difference in vortex growth for the flow in
macro and micro channels. For the non-Newtonian fluid, the effect
of wall slip is not significant for the flow in macro channel, while
becomes significant for the flow in the micro channel. As shown
in Fig. 7(b), the vortex growth for the flow with slip in macro
channel is similar to that without slip, except at low average shear
rates, where a slight reduction in vortex length can be observed.
For the flow in the micro channel at low average shear rates,
significant reduction in vortex length can be observed for SM1,
while no reduction is observed for SM2 and SM3, except at very
low average shear rates for SM2. In contrast, at high average
shear rates, the slip slightly increases the vortex length for SM1,
SM2, and SM3. Introducing a relatively strong slip, as for SM4,
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Fig. 7 Effect of wall slip on vortex growth for Newtonian fluid
(a) and non-Newtonian fluid (b)

results in reduction of vortex length at both low and high average
shear rates.

Referring the experimental results [4], it should be interesting
to note that for one type of fluid for which the slip level is con-
sidered to be weak, the vortex length for the micro channel is
higher than that for the macro channel, while for the other fluids
for which the slip level is considered to be strong, the vortex
length for the micro channel is lower as compared to that for the
macro channel. These results are qualitatively in agreement with
our numerical results noted above. From the above results it is
reasonable to consider that the slip velocity-shear stress function
should play an important role in determining whether the vortex
length for the flow in micro channel is lower or higher as com-
pared to that in macro channel.

We considered that the enhancement of vortex length is a typi-
cal behavior of the non-Newtonian fluid. For the Newtonian flu-
ids, as shown in Fig. 7(a), the occurrence of wall slip always
reduces the vortex length, and no vortex enhancement can be
observed. Furthermore, even though the reduction depends on the
slip models, it can be confirmed that the reduction is more signifi-
cant for the flow in micro channel as compared to that in macro
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Fig. 8 Profiles of velocity in the flow direction along the cen-
terline at 7'/avg=0.25 s1 for Newtonian fluid (a) and non-
Newtonian fluid (b)

channel. For the flow in micro channel, with the increase in aver-
age shear rate, the reduction in vortex length is nearly constant for
SM2, decreasing for SM1, and increasing for SM3.

3.3 Effect of Wall Slip on Velocity Field. The difference in
vortex growth should be related to the different effect of wall slip
on bulk flow behaviors in macro and micro channels. Figures 8
and 9 show the effect of wall slip on the profiles of velocity in the
flow direction u along the centerline (y=0). Here, we focused on
the effect of slip models with the same level of slip velocity and,
therefore, only the results for SM1, SM2, and SM3 are presented.

As shown in Fig. 8, at low average shear rates, the slip shows
the similar effect on the velocity at the centerline for both New-
tonian and non-Newtonian fluids. For the flow in micro channel,
even though all slip models (SM1, SM2, SM3) significantly
modify the velocity in the downstream region, significant modifi-
cation of velocity in the upstream region can be observed only for
SM1 but not for SM2 and SM3. It can be considered that modi-
fication of velocity in the upstream region should be related to the
modification of vortex length. It can be seen that the significant
reduction in the upstream velocity for SM1 corresponds to the
significant reduction in vortex length.

At high average shear rates as shown in Fig. 9 the effect of wall
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Fig. 9 Profiles of velocity in the flow direction along the cen-
terline at 7'/avg=5 s~1 for Newtonian fluid (a) and non-Newtonian
fluid (b)

slip on the velocity in the upstream region becomes less signifi-
cant as compared to that at low average shear rates. This corre-
sponds to the less significant modification in vortex length at high
average shear rates as compared to that at low average shear rates
for both Newtonian and non-Newtonian fluids. In the downstream
region, the slip reduces the velocity for both Newtonian and non-
Newtonian fluids. The reduction of velocity is still significant for
the Newtonian fluid, while becomes less significant for the non-
Newtonian fluid.

For further investigation of the different slip effects, the profiles
of velocity at the cross section of x=20H are presented in Fig. 10.
For the Newtonian fluid, significant slip velocity modifies signifi-
cantly the velocity profile for the flow in the micro channel, while
for the non-Newtonian fluid, the slip velocity is less significant
and, therefore, the modification in velocity profiles is also less
significant.

3.4 Effect of Wall Slip on Stress Field. The suppression of
wall slip effect of non-Newtonian fluid at high average shear rates
should be related to the shear thinning effect of the fluid. For the
shear thinning fluid, the ratio of shear stress to shear rate de-
creases as the shear rate increases; therefore, even though the
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absolute value of slip velocity (computed from shear stress) in-
creases with the increase in shear rate, its relative value (normal-
ized respect to average shear rate) decreases with the increases in
shear rate. Figure 11 shows the profiles of shear stress at the cross
section of x=20H at ¥,,s=5 s7L. It can be observed that the shear
stress for the non-Newtonian fluid (Fig. 11(b)) is much lower as
compared to that for the Newtonian fluid (Fig. 11(a)). Conse-
quently, the computed slip velocity for the non-Newtonian fluid is
much lower than that for the Newtonian fluid.

Figure 12 shows the plot of wall shear stress at x=20H as a
function of the average shear rate. It can be confirmed that the
wall slip reduces significantly the wall shear stress for the flow in
the micro channel. For the Newtonian fluid, because the shear
stress increases proportionally with the increase in shear rate, the
reduction of wall shear increases with power corresponds to the
power of slip model. On the other hand, the reduction of wall
shear stress is not sensitive to the change in the average shear rate
for the non-Newtonian fluid. As noted in our previous work [12],
the reduction of wall shear stress increases as the channel size
decreases.

The above results support the experimental results reported in
[1,2]. Vagras et al. [2] calculated the wall shear stress from the
measurement of pressure and flow rate for the flow of polymer
solution in capillaries with various diameters. They found that, as
diameter of capillary decreases, the wall shear stress decreases in
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the similar trend as shown in our numerical results (Fig. 12(b)).
This explains why the viscosity calculated from the measurement
data without consideration of wall slip decreases with the de-
creases in channel size as reported in [1,2].

4 Conclusion

Numerical simulation has been performed to investigate the ef-
fect of wall slip on the flow of Newtonian and non-Newtonian
fluids in macro and micro contraction channels. It has been shown
that the wall slip should play an important role in governing the
channel size dependent behaviors as shown in the experimental
results. The slip introduces the different trend in vortex growth for
the flow in macro and micro channels. For the Newtonian fluid,
the slip always reduces the vortex length, while for the non-
Newtonian fluid, the strength of slip determines whether the vor-
tex length is decreased or increased. The modification of vortex
length is related to the modification of velocity and stress fields in
the upstream region. It also has been noted that the slip reduces
the wall shear stress, and the reduction increases as the channel
size decreases. For the Newtonian fluid, the reduction is propor-
tional to the slip velocity-shear stress function, while for the non-
Newtonian fluid, the reduction is suppressed by shear thinning
effect and, therefore, is less sensitive to the change in average
shear rate.
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Molecular Dynamics Simulation
of Adsorbent Layer Effect on
Tangential Momentum
Accommodation Coefficient

The tangential momentum accommodation coefficient (TMAC) is used to improve the

George W. Finger accuracy of fluid flow calculations in the slip flow regime where the continuum assump-

Vice President tion of zero fluid velocity at the surface is inaccurate because fluid “slip” occurs. Mo-

Mem. ASME lecular dynamics techniques are used to study impacts of individual gas atoms upon solid

Reynolds, Smith & Hills, Inc., surfaces to understand how approach velocity, crystal geometry, interatomic forces, and

RS&H Aerospace & Defense, adsorbed layers affect the scattering of gas atoms, and their tangential momentum. It is

2235 N. Courtenay Parkway, Suite C, a logical step in development of techniques estimating total TMAC values for investigat-
Merritt Island, FL 32953 ing flows in micro- and nano-channels or orbital spacecraft where slip flow occurs.

TMAC can also help analysis in transitional or free molecular flow regimes. The impacts

Javanta S. Kapat were modeled using Lennard-Jones potentials. Solid surfaces were modeled approxi-
Professor mately three atoms wide by three atoms deep by 40 or more atoms long face centered

University of Central Florida, cubic (100) crystals. The gas was modeled as individual free atoms. Gas approach angles
College of Engineering and Computer Science, were varied from 10 to 70 deg from normal. Gas speed was either specified directly or
Mechanical, Materials and Aerospace using a ratio relationship with the Lennard-Jones energy potential (energy ratio). To
Engineering, adequately model the trajectories and maintain conservation of energy, very small time

ENGR 1308, steps (approximately 0.0005 of the natural time unit) were used. For each impact the

Orlando, FL 32816 initial and final tangential momenta were determined and after many atoms, TMAC was

. calculated. The modeling was validated with available experimental data for He gas
Aniket BhattaCharva atoms at 1770 m/s impacting Cu at the given angles. The model agreed within 3% of
Assistant Professor experimental values and correctly predicted that TMAC changes with angle. Molecular

~ Department of Physics, Dynamics results estimate TMAC values from high of 1.2 to low of 0.25, generally
University of Central Florida, estimating higher coefficients at the smaller angles. TMAC values above 1.0 indicate

P.0. Box 162385, backscattering, which numerous experiments have observed. The ratio of final to initial

Orlando, FL 32816-2385 momentum, when plotted for a gas atom sequence spaced across a lattice cycle typically

follows a discontinuous curve, with continuous portions forward and backscattering and
discontinuous portions indicating multiple bounces. Increasing the energy ratio above a
value of 5 tends to decrease TMAC at all angles. Adsorbed layers atop a surface influ-
ence the TMAC in accordance with their energy ratio. Even a single adsorbed layer can
have a substantial effect, changing TMAC +/-20%. The results provide encouragement
to continue model development and next evaluate gas flows with Maxwell temperature
distributions involving numerous impact angles simultaneously.

[DOL: 10.1115/1.2375128]

Keywords: slip flow, tangential momentum accommodation coefficient, molecular
dynamics

1 Introduction extent of which depending on the nature of collisions that gas
molecules undergo at the wall [1]. For example, if the gas mol-
ecules undergo specular reflection at the solid wall, then the mol-
ecules will conserve their tangential momentum and there will be
perfect slip between gas and the wall. Even when gas molecules
undergo perfectly diffuse reflection at the wall, there will be a slip
as given by [2].

1.1 Explanation of “Slip.” Most common or conventional
applications of fluid flow past a solid surface uses the so-called
no-slip boundary condition, where the fluid velocity at the wall is
set equal to the velocity of the solid surface itself, that is, with no
slip between the fluid and the solid surface (Eq. (1))

ugas(at y= O) = Uyall (1)
where u is the tangential-to-wall component of velocity and y is du
the coordinate normal to the surface. Ugas = Uy = (Att) gjp = N d_ (2)
However, the true boundary condition should allow for slip Y/ wail
between gas velocity at the wall and the wall itself, the exact Here, \ is the mean free path for gas molecules. However, for

most engineering problems, this more correct boundary condition
— ) . o would not provide any more accurate engineering solution than
Contributed by the Fluids Engineering Division of ASME for publication in the

JOURNAL OF FLUIDS ENGINEERING. Manuscript received October 27, 2005; final manu- the 11.10re practlcal boundary condition of Eq' (l)’ as Eq- (2) can be
script received June 10, 2006. Review conducted by Joseph Katz. modified into
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(Au) (Au)g; A
A o Namtgas _ W8Wstip A _
( u)shp [ ( , M)gas L n (3)

Here, (Au), is the change of tangential component of velocity
within the gas flow, L is the appropriate length scale of flow in the
y direction (which can be boundary layer thickness in external
flow or duct radius in internal flow through a circular duct), and
Kn is the Knudsen number. As for most continuum flows, Kn is
quite small (say, less than 0.001), and the amount slip at the wall
is negligible compared to the amount velocity change within the
gas itself and hence can be taken to be zero without much loss of
accuracy.

1.2 Conditions Where “Slip” Must Be Considered. Situa-
tions regularly occur in flow through micro- or nano-channels
(where L is not much larger than \) and in outer space (where the
gas is very dilute and X\ is quite large in comparison with L),
where Kn can no more be considered to be small (that is, less than
0.001), slip at wall must be considered.

Microchannels and nanochannels are used in many microelec-
tromechanical systems (MEMS) and nano-electromechanical sys-
tems (NEMS). These channels convey gasses for chemical analy-
sis, actuation, heat transfer, and basic gas delivery. The channels
are frequently on the order of 1 um in width [3] with depths on
the order of 500 nm [4]. In these small channels, the surface to
volume ratio may be a million times the typical value experienced
at macroscale, leading to significant effects from these surface
interactions [5]. Slip flow regularly occurs in these MEMS and
NEMS devices, which leads to pressure drops and flow rates
which are not per the designer’s intent and which can reduce
device functionality.

Spacecraft on orbit move through a rarefied gas environment.
The impact of gas atoms on surfaces of the spacecraft moving
through them results in a drag force upon the spacecraft. For
smaller satellites, on the order of 1 m in size, in orbits of 150 km
the Knudsen number is typically between 30 and 40, indicating a
highly rarefied environment [6]. Depending on orbital orientation,
the Space Shuttle orbiter at an orbital altitude of 220 km degrades
between 1 and 5 km in altitude per day [7]. Slip flow across the
surfaces of a spacecraft changes the amount of station keeping
propellant required and also changes the reentry characteristics.

1.3 How TMAC is used to Quantify ‘“Slip.” The actual
amount of slip depends on the nature of reflection that the gas
molecules undergo at a solid wall. Maxwell [2] suggested a coef-
ficient to be used to characterize this reflection and to quantify
slip. This coefficient represents the portion of incident molecules
that undergo perfectly diffuse reflection, This coefficient is now
commonly referred to as the TMAC, tangential momentum ac-
commodation coefficient. For a given set of gas atoms impacting
a surface, the TMAC is defined for this work as (Eq. (4))

m-u;— m-u
2 i E f

N N
TMAC = (4)

Em'ui
N

Here N is the total number of gas atoms in the sample, m is the
mass of a gas atom, i is the initial value, and f is the final value
before and after the gas atom collides with a solid surface. A
TMAC with a value of 1 represents complete tangential momen-
tum transfer to the solid surface. A TMAC value of zero repre-
sents perfect reflection with no tangential momentum transfer to
the surface.

The TMAC is used to directly calculate the amount of velocity
slip occurring at the wall using the following relationship [8]:

2 - TMAC ( 5u) 3w ( 5T)
ugas_uwaH: M| +] - o
TMAC o/, 4 p-Ty \0x/,

)
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Table 1 Typical TMAC values

Largest TMAC Smallest TMAC

Experimenter measured measured Reference
Bentz 1.11 0.83 [14]
Knetchtel 0.95 0.45 [15]
Lord 0.95 0.35 [16]
Porodnov 1.059 0.803 [17]
Seidl 1.20 0.20 [11]
Thomas 1.075 0.824 [13]
Liu and several Approximately 1.0 [18]
others

The difference between the velocity of the gas at the wall (ug,,)
and the velocity of the wall itself (uy,y;) is a function of the
TMAC, mean free path (\), the strain rate at the wall [(Su/dy),,],
fluid density (p), fluid viscosity (w), temperature of the gas adja-
cent to the wall (Tgas), and temperature change rate at the wall
[(8T1 6x),,]. Here x is the tangential coordinate (that is, parallel to
the solid wall). Note for a gas and wall with no heat flux at the
wall, the equation simplifies to an adiabatic condition that was
suggested by Maxwell Eq. (6)

2-TMAC ou
Ugas = Uwall = | ~ s A N (6)
TMAC s/,

In view of the quantitative definition of TMAC as provided in Eq.
(4) and as used in this work, a more generalized version of slip
velocity can be presented for the adiabatic case as

du
Ugas = Uyal = (Au)slip = C(TMAC) : )\(_> (7)
Y/ wall
where C(TMAC) is a function of TMAC that decreases with in-
crease in TMAC.

1.4 Typical TMAC Values. Based on the above discussion,
one would normally expect the TMAC to fall within the range of
0 to 1. However, there are many experiments [9-13] of flows
across surfaces which have resulted in a slightly reversed the flow
at the wall surface. This is termed “backscattering.” The conse-
quence of this is that the TMAC, as defined above can conceiv-
ably have values greater than 1.

Typical values for TMAC are shown in Table 1.

As shown by the range of data in the table, TMAC values have
been measured from a high of about 1.2 to a low of about 0.2.
These extremes are not typical. A majority of the experimental
measurements are in the 1.06 to 0.85 range.

1.5 Common Practice of Assuming a TMAC Value. The
many factors which affect the TMAC value are not well under-
stood. Experimental data is specific to a given set of conditions
and not readily applied or extrapolated for new situations. Conse-
quently, it has become common practice in calculations and nu-
merical modeling of slip flows to assume a TMAC value. The
most common TMAC assumption is a value of 1, although values
as low as 0.5 have been noted.

1.6 Complicating Factor of Adsorbed Layers on the
Surface. The surface which is exposed to the moving gas may not
be the intended base material. Atoms or molecules may have ad-
hered to the surface by van der Waals forces in what is termed
physical adsorption. The adsorbed materials may be in multiple
layers. Gad-el-Hak [8] has suggested investigating adsorbed lay-
ers to determine their surface effects. This is one of the factors
potentially affecting TMAC and a prime subject of this work.

2 Scope of Work/Problem Definition

According to Barber and Emerson [19] experiments indicate the
TMAC is substantially a function of the following:
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The challenge is to develop a deterministic molecular dynamics
(MD) model which utilizes these influencing factors to give useful
TMAC results, but is simple to use and can be validated. This
work uses a free molecular regime deterministic MD simulation
model to estimate the TMAC of rare gas to solid surface interac-
tions, for a given set of conditions. It takes into account all of the
above factors, except the temperature of the surface. (It is speci-
fied for this initial work that no heat transfer takes place across the
boundary.) The initial MD model looks at many individual single
gas atoms impacting a surface with uniform energy and a constant
angle of approach. From this a TMAC for a certain gas, solid,
energy, and angle can be calculated and compared for validation.

The work builds on the efforts of others who performed TMAC
experiments to gather data at a variety of impact angles
[11,20,18,15] and who developed earlier TMAC related MD mod-
els of gas to surface interactions [21-26].

2.1 Ultimate Goal of Using MD to Estimate Overall
TMAC Using Maxwellian Distribution. An ultimate goal of this
TMAC research is to develop the methodology to calculate the
TMAC for a given set of gas, solid, and energy conditions. This
current MD model represents a logical first step in that process.
The calculation of TMAC with a specified angle and velocity is a
subset of the problem of calculating the composite TMAC over all
the angles and velocities which would result from a Maxwellian
gas temperature distribution superimposed upon a velocity flow
field. The validation of this MD model for a specified angle and
velocity will then allow further model evolution involving Max-
well velocity distributions, larger sample sizes, and calculation of
the complete TMAC for a given set of flow conditions.

2.2 Simplifying Assumptions. Several assumptions were
made to make the scope of this initial work more manageable: The
solid atoms are assumed to be immobile. This assures the collision
is adiabatic and conserves energy. However, this also neglects the
internal vibrations of the solid. The time of a typical collision
modeled is about one order of magnitude greater than the period
of the applicable Debye frequency and most other lattice vibration
frequencies. The typical collision involves tens of solid atoms
within the Lennard-Jones cut-off radius. Therefore during a colli-
sion it is likely that the many involved solid atoms would com-
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plete several vibration cycles each. Neglecting the motions of in-
dividual solid atoms is not expected to introduce more than a first
order error in the simulation. This assumption is similar to other
MD simulations which have set the mass of the solid atom to be
10'° times the mass of the impacting atom, which also results in
fixed solid atoms [27]. It is also similar to the “adiabatic approxi-
mation” used in lattice dynamics analyses [28].

A single gas atom is involved in each gas-to-solid interaction.
The gas is specified to be sufficiently rare that during the gas to
solid interaction, no other gas atoms influence the interaction.
Free molecular regime results correlate closely with slip flow re-
gime results [29]. The model begins and ends with the gas atom
on the order of 0.1\ (one tenth of a mean free path) from the
surface of the solid. Therefore, the gas is sufficiently rare that
during the entire gas-to-solid interaction, no other gas molecules
are likely to influence the interaction.

The azimuth angle is specified to convey the gas atom on the
centerline of one of the unit cell faces (Fig. 1). Only the zenith
angle (measured from the solid surface normal) is allowed to vary.
The out of plane forces cancel out. This is then a limited three-
dimensional (3D) simulation is of what is substantially a 2D
event. This results in fewer solid atoms in the MD simulation and
faster run times for this initial work.

The simulation does not model making or breaking of atomic
bonds. It is a collision type model to aid in the understanding of
TMAC.

2.3 Topics Investigated. The following topics were investi-
gated:

e Angle of approach: The zenith angle (measured from the
solid surface normal) was varied to determine for a given
gas, solid, and energy combination how the TMAC would
be affected. This angle was varied from 10 to 70 deg.

e Energy ratio: The energy ratio (ER) of a gas-to-solid impact
is defined as the ratio of the gas atom’s kinetic energy to the
Lennard-Jones energy coefficient (¢) (Eq. (8)):

1 2
_amV

€

ER (8)

The ER provides a way to simultaneously consider m
(mass of the gas atom), V (velocity of the gas atom), and €.
The Lennard-Jones value of & represents magnitude of the
attractive “well depth” energy of the interaction. In the case
of unlike atoms, the Lennard-Jones ¢ is calculated as the
geometric mean of the & for the two individual atoms. If the
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Table 2 Lennard-Jones coefficients

o e (as used) & (as given)
Atom (m) J) (e/kg) Data sources
Carbon 3.35% 10710 72X 102 512 K Tildesley and Madden [36]
Copper 23x1071° 9.3%x10720 35eV Hess and Kroger [30]
Hydrogen 2.81x 10710 12%x1022 8.6 K Murad and Gubbins [37]
Helium 2.28 % 10710 14X 1022 102 K Maitlandet al. [38]
Oxygen 2.95x 10710 8.6X 102 61.6 K English and Venables [39]

Lennard-Jones € is much greater than an atom’s kinetic en-
ergy, the gas atom path is dominated by these attractive
surface forces. It would likely experience multiple
“bounces” before leaving the cut-off radius (Rc), or could
conceivably be captured by the surface, thereby “wetting” it
or being adsorbed by it. If the Lennard-Jones & is much less
than an atom’s kinetic energy, the gas atom path is domi-
nated by the inertial momentum of the atom, moving
quickly past the attractive potential zone into the strongly
repulsive zone, then being ejected in a similar manner, with
few “bounces.”

e Adsorbed layer(s): Uniform adsorbed layers of different ER
were varied from 1, 2 and 3 layers deep atop a solid surface.

3 Methodology/Numerical Method

3.1 Molecular Dynamics Method. The molecular dynamics
method uses Newton’s laws of motion in combination with nu-
merical integration techniques to determine the accelerations, ve-
locities, and positions of each of the involved gas atoms at each
time step. The forces are determined using the Lennard Jones
potential, summed over all of the atoms involved in the collision.
The force is the gradient of this potential and given in Eq. (9).

(2]
fij_ o ' Tij _2' ij i ( )

The sum of the forces is equal to the mass times the accelera-
tion. The sum of the forces is known. The gas atom’s mass is
known. The calculated acceleration may be integrated over small
time steps to yield velocities and positions with respect to time. In
this case, the “leapfrog” integration method used was second or-
der accurate in time.

A samples size of 500 gas atoms were positioned as equally
spaced over two lattice spacing distances and evaluated individu-
ally. This resulted in two “cycles” of data. For all gas atoms, the
ratio of tangential momenta (final time step/initial time step) on an
individual and moving average basis was calculated. A moving
average amount was set equal to the number of gas atoms spread
across one lattice distance. This allowed a check to see if the
moving average and total averages had stabilized or if more atoms
in the sample were needed.

3.2 Specific Values Used. L-J coefficients: Lennard-Jones co-
efficients for the involved materials interacting with like atoms
were taken from published literature and shown in Table 2.

Cut-off radius: The “cut-off radius” (Rc) is the nondimension-
alized distance beyond which Lennard-Jones potentials and forces
are neglected. In MD texts, it is recommended to set Rc equal to
2.5, where the interaction energy is 0.016 of the well depth [32].
In MD simulations by Banavar and others involving fluid and
solid interactions an Rc equal to 2.5 is also commonly used [27].
For many MD simulations we are dealing with gas atoms spread
out over a large volume. Few atoms are typically involved close to
the cut-off radius at any given time step. Neglecting the occa-
sional atom at a distance has a small effect. However in simula-
tions involving an interaction with a solid, there are numerous
time steps in succession with many solid atoms lying just outside
of this arbitrary cut-off radius. Their cumulative effect on the
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trajectory of the gas atom is significant. For this work, we are
interested in these interactions at the solid surface, which may
have dense solid atoms and additional layers of contaminants. As
described below an Rc of 3.5 was used to enhance convergence.
Time step: The “natural time unit” of this simulation is (10)

(m~0'2)”2
T:
€

Here 7 is the natural time unit, o is the Lennard-Jones gas length
scale, m is the mass of the gas atom, and ¢ is the geometric mean
of the Lennard-Jones energies for the gas and surface atoms. The
natural time unit for the helium-copper interaction is 1.3
X 10712 5. Surface contaminants would change it slightly. The
time step used in the MD simulation is a fraction of the natural
time unit of the interaction. In MD texts, it is considered over the
range of 0.0017 to 0.0057 [32]. In MD simulations by Banavar
and others a time step of 0.0057 is also commonly used [27,33].
As described below in the convergence discussion, a time step of
0.0005 7 was typically used for this MD model to minimize error
and maximize energy conservation.

Starting height: It is important for the gas atom to start its travel
toward the solid surface from a distance greater than the cut-off
radius. Likewise, the MD simulation proceeds until the gas atom
has again moved outside the cut-off radius from all the solid at-
oms. In this manner the complete interaction is evaluated. There-
fore, the starting height above the solid for the simulation was set
greater than the cut-off radius, typically to 1 nm.

(10)

3.3 Convergence and Accuracy of the Numerical Solution.
For each of the 500 gas molecules impacting the solid in a simu-
lation run, the initial and final kinetic energy was compared and
verified to be conserved. For the time step selected, the simulation
conserves energy for each of the gas molecules to third order or
greater accuracy, even after thousands of time steps.

Convergence of the TMAC estimate and conservation of energy
was tested as a function of time step. The simulation quickly
converges for appropriate time steps, as shown in Table 3:

Based on this analysis, the typical time step used was 0.00057.
This value is several orders of magnitude within the convergence
range and does not introduce significant error.

The effect of varying the cut-off radius Rc was evaluated. The
TMAC was evaluated at a fixed angle of approach for Rc varying
from 1.5 to 4.5. Error was evaluated for each of the runs in com-

Table 3 Typical MD simulation convergence

Percent variation from

base TMAC Conservation of

Time step estimate (error) energy, worst gas atom (%)
0.10 7 Does not converge -

0.05 7 0.3714 10

0.025 7 0.0103 92

0.010 7 0.0005 99.8

0.001 7 0.0000 99.996

0.0001 7 0.0000 99.99985

0.00001 7 Base TMAC value 99.99999
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Table 4 MD Cut-off radius convergence

Table 5 Seidl experimental data

Cut-off Percent variation from base Number of solid Seidl Seidl lower Seidl lower
radius (Rc) TMAC estimate (error) atoms in collision ~ Angle variability TMAC value TMAC value
1.5 23.68 7 10 0.100 0.86 1.06
2.5 1.24 26 20 0.080 0.81 0.97
35 0.21 42 30 0.065 0.77 0.90
4.5 Base TMAC estimate 90 40 0.050 0.73 0.83
50 0.040 0.71 0.79
60 0.030 0.69 0.75
70 0.020 0.66 0.70

parison to the value determined with the Rc of 4.5 (Table 4).
Larger Rc reduced the error, but greatly increased the number of
solid atoms to be evaluated in the model. A Rc of 3.5 was selected
as a good compromise, introducing an error of less than 1% while
keeping the number of solid atoms manageable.

Occasionally a gas atom will undertake a long series of bounces
with the solid. Rather than calculate through 20 or more bounces,
an attempt was made to terminate after certain number of bounces
(or a certain number of time steps) when a “cut-off” limit was
reached. The future path of the gas molecule was then assumed to
be completely randomized. The MD calculation was terminated
for that atom. The gas atom was assigned the average tangential
velocity of a random atom leaving the surface (zero) and a normal
velocity equal to that required to maintain conservation of energy.
In order to understand the effect of this process better, a sample
set of MD simulations were run under conditions which resulted
in a large number of multiple collisions. A series of 500 gas atoms
were impacted upon a solid surface at a fixed angle of approach.
The bounce and time step limits were changed over the multiple
runs in order to evaluate the effect. It is interesting to note that
even after five or six successive impacts, some measurable effect
on tangential momentum remains, and the arbitrary termination of
the tangential momentum can introduce significant error. There-
fore, for the MD simulations conducted, the time step cutoff and
bounce cutoff were set high enough to assure that less than 1% of
the gas atoms were terminated in this manner.

In summary, the numerical techniques used maintain conserva-
tion of energy for each gas atom order and converge upon a so-
lution. We know error is introduced by the use of the cut-off
radius (about 1%), use of time step and bounce MD cutoffs (about
1%). The simplifying assumptions stated, the model limitations
stated and the Lennard-Jones potential model used are anticipated
to introduce error of the first order, which we do not attempt to
further quantify at this time.

4 Validation

4.1 Selection of Seidl data. Of the TMAC data surveyed,
data by Seidel and Steinheil [11] was selected for validating this
model because it provides not just a single TMAC value, but
separate TMAC values for each of seven impact angles on a pre-
pared, cleaned, and characterized surface with a known impact
velocity. The data set chosen for validation represents a copper
crystal surface, face 100, with multiple adsorbed layers being im-
pacted by Helium atoms at 1770 m/s.

4.2 Analysis of Seidl Data. Seidl evaluated the accuracy and
repeatability of his experimental process. The accuracy was
greater at the larger angles of approach than at the smaller angles.
Using the plus and minus limits he suggests, the actual TMAC
values are bounded as follows (Table 5).

Seidl states that the material was electrolytically polished. Ma-
terial which has been electrolytically polished does not present an
“ideal crystal surface.” The actual condition of the surface was not
reported further, but can be deduced from the typical performance
of electropolishing, which reduces surface roughness readings by
about 50% and smoothes or eliminates discernable features [34].
In this case, the copper with 5 wm grinding grooves was stated to
be electropolished. The resulting copper surface would be ex-
pected to be in the 2.5 um roughness category with a smooth,
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featureless surface. Seidl goes on to describe a contaminant layer
as follows, “the surfaces are completely covered by adsorbent
layers, which are,. .., made up mainly of hydrocarbons and water.”
The stated contaminants (hydrocarbons and water) therefore exist
in more than one layer mixed in with the irregular surface of a
copper 100 crystal.

4.3 Modeling of Seidl Experimental Conditions. For the
validation MD model, the previously stated Lennard-Jones coef-
ficients for Cu and He were used, along with the specified veloc-
ity, approach angles, and other values previously identified. Based
on the adsorbed layer material description, a weighted mix of
hydrogen, oxygen, carbon, and copper atoms was developed. The
exact geometry, material ratios, or pattern at nanoscale are not
known. This presented a substantial number of possible combina-
tions. It was decided to model the adsorbed layer as a set of ideal
atoms with common Lennard-Jones coefficients matching the
composite value of the layer. The assumed mix was in the follow-
ing ratio: one carbon atom, one oxygen atom, two hydrogen at-
oms, and two copper atoms. This resulted in an &composite OF
3.13x 1072 J, weighted on number of atoms and a Geomposite OF
2.308 X 1071 m weighted on the number of atoms and their indi-
vidual e. The adsorbed layer atoms were located on the same
crystal lattice as the base material. Fourteen MD simulation runs
of 500 gas atoms at each of seven approach angles were run for
adsorbed layers two atoms deep and three atoms deep.

4.4 Validation Comparison Results. The MD simulation
correctly predicted that the TMAC changes with the angle of im-
pact. The MD simulation correctly estimated the direction of the
slope regarding changes of the TMAC with the angle of impact.
The magnitude of difference between the MD simulation data
average and the Seidl data average is just a few percent (less than
3%). It is generally more accurate as the angle of approach is
increased. Overall, for two series of simulation runs, the MD
model produced 13 of 14 data points within the experimental data
range. A comparison plot is included as Fig. 2.

5 Results and Discussion

5.1 Energy Ratio Results Review. As described in a previ-
ous paper [35] energy ratio has a substantial affect on TMAC.
Figure 3 illustrates the effect of ER on TMAC. In general, increas-
ing energy ratio above a value of 5 reduces TMAC at all angles.
Reducing ER tends to decrease the proportion of single bounce
impacts, which leads to the more random multiple bounce impacts
and a generally a larger TMAC. This is illustrated by way of the
sequenced plot of the final to initial tangential momentum ratio for
each of the 500 gas atoms in an MD run, as will be described later.

For a He atom impacting a bare Cu surface under the conditions
given, the resulting ER is about 2.9.

5.2 Results of Adsorbed Layer(s) With Large ER
Difference. The Lennard-Jones value used for & for Cu was 9.3
X107 J. In order to understand the effect of adsorbed layers
with a large ER difference, the Lennard-Jones & of the upper one
or two layers was decreased substantially. The & of the adsorbed
layer atoms (interacting with like atoms) was reduced to 3.4
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Fig. 2 MD model results baseline validation

X 10722 J, as may result from an adsorbed mix of H, C, and O,
with a composite ER of 48. Figure 4 illustrates the modeled effect
of adding one or two such layers of an adsorbent atop a Copper
like fcc 100 crystal plane. The adsorbent atoms are located in the
same fcc arrangement as the base material. The result is that the
gas atom impacting the surface now sees a combination of solid
atoms which have a varying ER within the solid. As it approaches
it is exposed to atoms with high ER. At the closest point of the
impact it is exposed to atoms with both large and small ER. The
result is a markedly different TMAC result.

As shown in Fig. 3 a uniform adsorbed layer two atoms deep
would reduce the TMAC significantly at all angles of approach.
The resulting surface acts similar to that with a uniform large ER
of 70 as shown in Fig. 2.

With a single adsorbed layer a more interesting result occurs. At

ENERGY RATIO: MD Model Results
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large zenith angles the TMAC is reduced as expected. However, at
small zenith angles, the TMAC is increased to the point of back-
scattering.

5.3 Results of Adsorbed Layer(s) With Small ER
Difference. A similar analysis was performed using an adsorbed
layer with an ER just slightly more than the Cu base material.
Figure 5 illustrates the effect of adding one, two, or three layers of
an adsorbent atop a Copper like fcc 100 crystal plane. The adsor-
bent atoms are located in the same fcc arrangement as the base
material. In this case however, the energy ratio resulting from the
adsorbent material was 4.9 or 5.0 versus an ER for the base ma-
terial of 2.9. An ER difference such as this could occur with a base
material with nonplanar surface with Cu and H, O, and C like
atoms all present in every layer. It could also occur if the Cu
surface was plated with a metal alloy resulting in this ER.

Note that the first adsorbed layer still has a substantial effect on
TMAC. The top adsorbent layer in close proximity to the impact-

ADSORBED LAYER: MD Modkel Results
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Fig. 3 Energy ratio model results
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Fig. 4 Adsorbed layers-data summary for large ER difference
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Fig. 5 Adsorbed layers-data summary for small ER difference

ing gas atom and even the small ER change can have a substantial
effect. However, the second and third adsorbent layers do not
seem to have a significant impact.

5.4 Trajectory Analysis. Figure 6 shows the trajectories (path
plots) of ten typical gas atoms. Each plot shows the same ten gas
atoms as they impact the surface at slightly different locations.
The top plot has a bare Cu surface with an ER of 2.9 for all three
solid atomic layers. Under these conditions, most of these impacts
are of the multiple bounce type, with a result of a TMAC of about
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Fig. 6 Adsorbed layers-gas atom path plots
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0.9. In the middle plot, the upper layer of solid atoms has the ER
of 48, with the two lower layers maintaining the ER of 2.9. This
resulted in fewer gas atoms experiencing multiple bounces and a
much different TMAC value, about 1.2. In the lower plot, the
upper two layers of solid atoms have an ER of 48, with the lower
layer maintaining the ER of 2.9. This resulted in none of the gas
atoms experiencing multiple bounces and a much reduced TMAC
value, about 0.7.

It is evident an important effect of the addition of high ER
adsorbed layers is to change the type of impacts from multiple
“bounce” to a single “bounce.”

5.5 Momentum Ratio Curve Analysis and Possible Back-
scattering Explanation. Figure 7 is a plot of the ratio of initial
tangential momentum to final tangential momentum for each of
the 500 gas atoms from the three 10 deg MD runs. If the ratio is
positive, it indicates forward scattering. If negative, backscatter-
ing. Recall the 500 gas atoms are each spaced to start at slightly
different positions, so as to spread the sample over two lattice
cycles. As the starting position of the gas atoms progress across
the lattice this plot follows a piecewise continuous curve. The
continuous portions occur when the gas atom experiences a
simple, single bounce type impact. This single bounce type impact
may be either forward scattering or backscattering. The cycle of
the plot follows the impact geometry, repeating for the two lattice
cycles. The discontinuous portions occur when there are multiple
bounces during a single gas atom collision event. These tend to
truncate both the forward and backscattering peaks off the curve.

The upper plot shows the result with an ER of 2.9 for all three
solid atomic layers. Note that both the forward scattering and the
backscattering portions of the curve have been truncated by the
discontinuous portions. This tends to reduce both forward scatter-
ing and backscattering, resulting in the TMAC of 0.9.

In the middle plot the upper layer of solid atoms has the ER of
48, with the two lower layers maintaining the ER of 2.9. In this
single adsorbent layer case, the high ER top layer has restored
some of the curve’s continuity, but more at the backscattering
portion of the curve than the forward scattering portion. Many of
the potentially forward scattering gas atoms are still experiencing
multiple bounces, with mixed TMAC ratio results. The back-
scattering portions of this curve are nearly continuous. This has
substantially raised the TMAC to 1.2, a net backscattering
situation.

In the lower plot, the upper two layers of solid atoms have the
ER of 48, with the lower layer maintaining the ER of 2.9. For this
case (two adsorbent layers), the complete continuity of the curve
has been restored. The curve is continuous in both the forward
scattering and the backscattering regions. Since there is more for-
ward scattering than backscattering, the result is to lower the
TMAC to about 0.7.

6 Conclusions

Adsorbed layer(s) on the surface of a material can change the
TMAC significantly, and must be accounted for to accurately cal-
culate flows in many micro- and nano-channels. An adsorbent
layer one atom deep can have a substantial effect, even if its ER is
not much different from the base material. For large ER differ-
ences, additional layers can have further substantial effect.

Examination of a plot of final to initial tangential momentum
ratios for a sequence of atoms typically shows a piecewise con-
tinuous progression, with portions forward scattering and portions
backscattering. The curve follows the lattice position cycle of the
approaching gas atoms and therefore this conclusion is dependent
on the assumption that the uppermost layer of the surface (ad-
sorbed layer) presented a perfect crystal structure. Net back-
scattering has been noted to occur when the forward scattering
portion of the cycle became more discontinuous than the back-
scattering portion, and seems to be affected by ER.
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atoms and their distinct Lennard-Jones coefficients instead of
common composite coefficient values for all atoms in the ad-
sorbed layer.
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6.1 Topics for Future Study. This initial work has verified
the basic concept that a MD model can provide useful insight into
understanding and estimating TMAC. However, further work is
necessary to expand the usefulness of the model. Next we plan to
expand the model to include 3D geometry functionality across all
azimuth angles and to include gas atom populations with a Max-
wellian temperature distribution. This will allow further validation
with a greater range of materials and existing data. Further work
with this enhanced model will then examine additional crystal
plane types, atomic, and nanoscale surface irregularities and will
revisit this adsorbed layer analysis, but using individual adsorbed
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Nomenclature
& = Lennard-Jones characteristic energy
N = mean free path
¢ = Lennard-Jones energy potential
o = Lennard-Jones characteristic length
T = natural time step
E = energy of gas atom
ER = energy ratio
i = gas atom number
Jj = solid atom number
f = Lennard-Jones force
L-J = Lennard Jones
m = meter
m; = mass of gas atom i
N = total number of gas atoms
MD = molecular dynamics
MEMS = Microelectromechanical systems
NEMS = Nanoelectromechanical systems
rij = distance between atoms i and j
Rc = cut-off radius
TMAC = tangential momentum accommodation
coefficient
U = velocity of continuum flow field
V; = velocity of gas atom
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Direct Numerical Simulation
of Turbulent Flow Around
a Rotating Circular Cylinder

Turbulent flow around a rotating circular cylinder has numerous applications including
wall shear stress and mass-transfer measurement related to the corrosion studies. It is
also of interest in the context of flow over convex surfaces where standard turbulence
models perform poorly. The main purpose of this paper is to elucidate the basic turbu-
lence mechanism around a rotating cylinder at low Reynolds numbers to provide a better
understanding of flow fundamentals. Direct numerical simulation (DNS) has been per-
formed in a reference frame rotating at constant angular velocity with the cylinder. The
governing equations are discretized by using a finite-volume method. As for fully devel-
oped channel, pipe, and boundary layer flows, a laminar sublayer, buffer layer, and
logarithmic outer region were observed. The level of mean velocity is lower in the buffer
and outer regions but the logarithmic region still has a slope equal to the inverse of the
von Karman constant. Instantaneous flow visualization revealed that the turbulence
length scale typically decreases as the Reynolds number increases. Wavelet analysis
provided some insight into the dependence of structural characteristics on wave number.
The budget of the turbulent kinetic energy was computed and found to be similar to that
in plane channel flow as well as in pipe and zero pressure gradient boundary layer flows.
Coriolis effects show as an equivalent production for the azimuthal and radial velocity
Sfluctuations leading to their ratio being lowered relative to similar nonrotating boundary
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1 Introduction

Turbulent flow around a rotating circular cylinder has a variety
of applications including wall shear stress and mass-transfer mea-
surement related to the corrosion studies [1-5] but is also of in-
terest in the context of flow over convex surfaces where standard
turbulence models perform poorly [6]. The present interest is in
flow-affected corrosion where high Schmidt numbers, typically
greater than 1000, are involved. It is generally accepted that in
this case the diffusion layer, where the bulk of the resistance to
mass transfer exists, lies within the laminar sublayer characterized
by a velocity profile which varies linearly with the distance from
the wall [7,8]. The geometrical configuration of the flow is rather
simple; it has two homogeneous directions just like plane channel
flow. Furthermore, the curvature introduced by the cylinder sur-
face may significantly affect the turbulence structure in the vicin-
ity of the cylinder [9]. Consequently, there is a lack of detail of the
flow field over the geometry on which corrosion is to be predicted.
This provides the motivation to understand turbulence structure
and flow mechanisms associated with this flow. However, little
work has been done on this topic mainly due to the inherent dif-
ficulty of instantaneous flow measurement in the thin wall layer of
a rotating cylinder surface. It is also a region of the flow which is
not readily accessible with turbulence models thus leaving DNS
as the only viable means of investigation.

With the advancement of computer technology, numerical in-
vestigations of the mechanism of turbulence began to attract re-
searchers’ attention. Early numerical studies concentrated on mod-
eling Reynolds stress terms created in the ensemble-averaged
Navier-Stokes (NS) equations. However, significant amounts of
data were required to determine reliable model coefficients.
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With the recent development of high-performance computers
and efficient numerical algorithms, direct numerical simulation
(DNS) can solve the NS equation directly without modeling the
Reynolds stresses. For initial studies using DNS, a computational
investigation of turbulent channel flow was carried out about 20
years ago [10-12]. Especially, turbulence statistics that were ob-
tained by Kim et al. [11] enabled many researchers to understand
turbulence more clearly. Mansour et al. [12] computed the budgets
for the Reynolds stresses and for the dissipation rate of the turbu-
lence kinetic energy by using the DNS data of turbulent channel
flow. Spalart [13] performed DNS for the turbulent boundary layer
on a flat plate with zero pressure gradient, and Chung et al. [14]
carried out DNS of turbulent concentric annular pipe flow. Turbu-
lent flow over a backward-facing step was studied by Le et al. also
using DNS [15]. Closely related works are those [16,17] for flow
in the confined space between a rotating inner cylinder and a
stationary outer one but these lead to turbulent Taylor-Couette
flow for which a well defined vortex pair exists within the space.

In the present study, DNS of turbulent flow around a rotating
circular cylinder was performed. This flow configuration can be
fundamentally important as an effective model for studying turbu-
lence as well as turbulence models although the latter aspect is not
being pursued in the present study. Recently, turbulent flow
around a rotating cylinder with two backward-facing steps
mounted axisymmetrically with respect to the axis of rotation was
investigated using DNS by Yang et al. [18,19], who obtained re-
sults that were in good agreement with their experimental result.
However, to the best of our knowledge, there have been no in-
depth studies of the mechanism and structure of turbulence around
smooth rotating surfaces. In the present study, turbulence structure
and turbulence kinetic energy budgets are investigated by using
highly resolved DNS for three Reynolds numbers, ReZ: 161, 348,
and 623, based on the cylinder radius R and friction velocity (u").
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The main purpose is to elucidate the basic turbulence mechanism
around a rotating cylinder to provide a better understanding of
flow fundamentals.

2 Formulation and Numerical Methods

The governing incompressible continuity and momentum equa-
tions are

V-u=0, (1)

P 1
ﬁ—l;+(u.V)u=——VP+vV2u—2ﬂ><u (2)
p

where u, p, and v denote velocity, density, and kinematic viscosity
of the fluid, respectively. The last term in Eq. (2) represents the
Coriolis force in the reference frame rotating at constant angular
velocity () with the cylinder. Since the centrifugal force is con-
servative, it is included in the pressure term, and does not affect
the velocity field [20]. Thus, P in Eq. (2) includes not only pres-
sure but also the centrifugal potential.

The governing equations are discretized by using a finite-
volume method for a generalized coordinate system. Spatial dis-
cretization is second-order accurate. A hybrid scheme is used for
time advancement; nonlinear terms are explicitly advanced by a
third-order Runge-Kutta scheme, and the other terms are implic-
itly advanced by the Crank-Nicolson scheme. A fractional step
method [21] is employed to decouple the continuity and momen-
tum equations. The resulting Poisson equation is solved by a mul-
tigrid method. Details of the numerical algorithm used in the code
follow Rosenfeld et al. [21].

3 Choice of Parameters and Boundary Conditions

The cylinder radius is 0.01 m, and the outer boundary of the
computational domain is located 0.07 m from the axis of rotation,
Fig. 1(a). The spanwise size (W) of the domain is 0.024 m at
rpm=200 and 500, and 0.012 m at rpm=1,000. The spanwise
length is large enough to contain the longest wavelength of turbu-
lence in the spanwise direction. A body-fitted O-type grid system
is employed, and the number of computational cells determined
by a grid-refinement study is 128 X 96 X 256 in the azimuthal (),
radial (r or y), and spanwise (z) directions, respectively, Fig. 1(b).
The minimum grid sizes in S and r directions are AST. =17.8 and
Art. =0.09, respectively, for rpm=>500; the grid size in z direc-
tion is Az"=3.3 (Az*=2.9 for rpm=1000). They are quite small
compared with those of turbulent channel flow [11], and were
verified for adequacy by grid refinement. One-dimensional energy
spectra were computed and found to drop by at least three decades
at the high wave numbers. The periodic boundary condition is
employed in the homogeneous spanwise direction. The outer
boundary condition needs special attention. To minimize compu-
tational costs, a proper boundary condition is employed as sug-
gested by Yang et al. [18]. That is

—=0, v=0, —=0 (3)

where u, v, and w represent the azimuthal, normal, and spanwise
velocity components, respectively. This outer boundary condition
enables use of a reasonably small computational domain in the
radial direction. The use of this boundary condition contrasts with
the shear outer boundary used by Bilson and Bremhorst [16,17]
which leads to vortical flows in the enclosed space. The advantage
of the present outer boundary condition is that no shear effects are
generated at that boundary.

Table 1 shows the computed mean flow parameters, where U;
and " denote the rotating speed of the cylinder measured at the
cylinder surface and the friction velocity, respectively. Rey is the
Reynolds number based on the cylinder radius R and U; while Re;
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Fig. 1 Computational domain and grid system; (a) total view,
(b) magnified view

is based on R and u”. As the transitional Re; is 100, the flows at
all three Reynolds numbers are expected to be fully turbulent [22].

4 Results and Discussion

4.1 Averaged Flow Field. After the flow reached statistically
steady state, instantaneous flow fields were collected for statistical
evaluation. Approximately 30,000 sample data were collected in

Table 1 Mean flow parameters with respect to the rotating ref-
erence frame

Case rpm U; u U;lu* Reg Re, Ro

1 200 0.21 0.019 11.1 1810 161 0.5
2 500 0.52 0.040 13.0 4480 348 0.5
3 1000 1.05 0.072 14.6 9050 623 0.5
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Fig. 2 Mean velocity profiles in the wall region

the homogenous streamwise and spanwise directions and 50
sample data in the time direction. Accordingly, more than 1.5
million data samples were collected.

Figure 2 shows the averaged velocity profiles in the wall region
in wall units for the three cases of Reynolds number. A viscous
sublayer exists at 0<<y*<5 where viscosity is important and the
turbulent stresses are smaller than those in other regions. More-
over, the three rotational speeds show no Reynolds number depen-
dence. Present results are quite similar to those of the turbulent
channel flow [11], turbulent pipe flow [23], and turbulent
boundary-layer flow over a flat plate [ 13]. This similarity is due to
the fact that these flows are dominated by viscosity and not the
outer flow. The buffer layer corresponds to the range, 5<y*
<20 where good agreement of velocity profiles is noticed for the
three different rpm with only a small difference for the lower
Reynolds number. However, the magnitude of the normalized
streamwise mean velocity is smaller than that of the turbulent
channel or boundary layer flow. The fully turbulent region is in
20<y*<400, where the turbulent stresses and fluxes are more
important than in the region of the viscous sublayer. As y* in-
creases beyond y*=400, the velocity profile asymptotically ap-
proaches the motion of rigid body rotation, corresponding to each
rotating speed. In the region 20<<y*< 70 as seen in the rotating
reference frame, a logarithmic region is noted for the two higher
Reynolds numbers with a slope approximately equal to the inverse
of the von Karman constant as found in the flat plate, channel, and
pipe flows. The difference in level of the log law given by the
constant 5.5 for these flows is merely a reflection of the effective
origin of the logarithmic region. In the present case, the smaller
extent of the buffer layer relative to that found in these other flows
and as seen in Fig. 2, leads to a lower level for the logarithmic
line.

Root mean square (rms, denoted by ()) velocity fluctuations
normalized by friction velocity in the vicinity of the cylinder sur-
face are displayed in Fig. 3 for rpm=500 compared with those of
the turbulent channel [11] and boundary layer flow [13]. The
trends are similar. However, the magnitude of streamwise rms
velocity fluctuations is smaller than that of the turbulent channel
or boundary layer flow near the cylinder surface leading to a
smaller ratio of u'%/v’2. As for channel and pipe flows, the value
of (u’) is greater than those of other components while (v') is
negligibly small near the wall with the slope in the radial direction
of (v') being zero at the wall.

Figures 4(a) and 4(b) present two-point correlations for rpm
=500 of the three fluctuating velocity components in the stream-
wise direction and spanwise direction, respectively, at y*=10.5. In
Fig. 4(a), the correlation value falls off to zero within 450 wall
units, corresponding to 75 deg in the circumferential direction
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Fig. 3 Rms velocity fluctuations normalized by friction veloc-
ity in the wall region at rpm=500

which means that the largest eddies occupy less than one quadrant
of the flow domain. Figure 4(b) shows that the correlation values
in the spanwise direction fall off to zero within z*=100, approxi-
mately corresponding to 11% of the spanwise computational do-
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Fig. 4 Two point correlation coefficients at rpom=500; (a) azi-
muthal separations, (b) spanwise separations

Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



10' F
105;—- rpm=200
g - = — — 1pm=500
10 | - pin=1000
102 b
& [
24 10° b
1l E
'_"Il -
107
10°
10 b
10'7_ R . I . L
0 10 10
+
y
@
10' |
10° E
@ oy ;
~ 3
= f
1] [
=
= qp? =
10\";— ///// <
;///_/ e
F -
10
T | PP | R S
10° 10' 10°
y+

(b)

Fig. 5 Turbulence length and time scales in the wall region at
three cases of rpm; (a) turbulence length scale, (b) turbulence
time scale

main. This confirms that the spanwise computational domain is
sufficiently large to contain the largest eddies. The spanwise
wavelength of the streamwise velocity fluctuation (u') is about
two times longer than that of the radial velocity fluctuation (v') as
can be identified from the spanwise correlation coefficients
(Rumva) in Flg 4(b)

Figures 5(a) and 5(b) show turbulence length scale (I;) and
turbulence time scale (z,) in the wall region for three different
rpm, respectively. These are defined by using the turbulent kinetic
energy (k) and dissipation rate (&) as follows:

L=k*e, t,=kle (4)
where k and ¢ are defined as
k=%(u;u;), azés,-,- (5)

where &;=2v(du;/dx;)(du;/dx;) and repeated indices follow the
summation convention.

These length and time scales decrease in a consistent manner
with increasing rpm. As y* approaches the cylinder surface, both
I, and 1, gradually decrease, and then their slopes suddenly change
in the buffer layer at the edge of the viscous sublayer for all three
cases. It is conjectured that this trend is mainly due to the sudden
change of the rms velocity fluctuations in that region, Fig. 3, and
is probably associated with the sweeps and ejections usually
found in the turbulent wall layer up to y*=15 [24].

Journal of Fluids Engineering

(©

Fig. 6 Instantaneous contours of streamwise velocity fluctua-
tion at various rpm; solid and dotted lines denote positive and
negative values, respectively, and increment is 0.4; (a) rpm
=200, (b) rpm=500, and (¢) rom=1000

4.2 Instantaneous Flow Field. Figure 6 shows instantaneous
contours of the streamwise velocity fluctuation on the S-z surface
at y*=10 for various rpm. As the rpm increases, the length scales
in the circumferential and spanwise directions decrease, and
streaks are clearly noticed in the streamwise direction. Particu-
larly, in Fig. 6(b) at rpm=>500, the length scales in the circumfer-
ential and spanwise directions are about 300-350 and 100 based
on the wall unit, respectively; these length scales are approxi-
mately consistent with those inferred from the two-point correla-
tions indicated in Fig. 4. The contours of flow away from the wall
(v'>0) and towards it (v’ <0) are consistent with the streaky
structure associated with the ejections and sweeps observed in
other turbulent wall layers [24].

Severe intermittency, three-dimensionality, and a wide range of
turbulent length scales of flow structures limit spectrum analysis
using Fourier transform theories. Therefore, in the present study,
spectrum analysis using wavelet transform is carried out to eluci-
date the spatial characteristics of single turbulence events such as
sweeps, ejections, and individual vortices or vortical structures
more clearly [25-28].

Wavelet transform is a recently developed mathematical tech-
nique, allowing one to transform a field into both space and time
scale on a more localized basis. This gives a more direct indica-
tion of the extent of structures and also of their frequency content.
In its generalized form, the wavelet transform of the real-valued
signal function f(x) with respect to the complex valued wavelet
W(T) is defined by Eq. (6).

Wf(a.b) = ﬁ f FOW (D (6)
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Fig. 7 Wavelet transform of u’ in the azimuthal direction at
y*=10 for rpm=>500; (a) signal along s, (b) contours of modu-
lus, and (c¢) contours of phase

T=(x-b)la (7)

where Wf(a,b) is the coefficient of wavelet, a is a scale dilation
parameter, b is a translation parameter, and V" is the complex
conjugate of the wavelet function. Accordingly, wavelet coeffi-
cient Wf(a,b) can be interpreted as the relative contribution of the
scale a to the signal at the location b; the wave number at a local
position corresponds to the inverse value of scale a. The most
commonly used wavelet is the Morlet wavelet W(7) defined as
[29]

W(T) = exp(kTi)exp(- T/2) (8)

where & (=6 for the present study) denotes a plane wave of the
wave vector modulated by a Gaussian envelope of unit width.
From the complex-valued wavelet coefficients, one can obtain the
modulus Wf),, meaning the energy density, defined as

Wiy = V(Wfe)* + (Wf))? 9)

where Wfr and Wf; are the real and imaginary parts of Wf, re-
spectively. Therefore, Wf;, in a specified direction represents the
envelope line of maximum Wfy [26].
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Fig. 8 Wavelet transform of v’ in the spanwise direction at
y*=10 for rpm=>500; (a) signal along z, (b) contours of modu-
lus, and (c) contours of phase

Figures 7(a) and 7(b) represent the time signal function at y*
=10 along the direction S and contours of Wf,,, respectively. The
dominant wave number is approximately 10 as identified by the
larger values of Wf,,. Figure 7(c) shows the contours of phase
(Wfp) of Wfy and Wf;, defined as

Wfpztan_l(W—f’).

10
Wi (10)

By examining the contours of Wf),, a wide range of length scales
of u’ in space can be identified. A cone of influence [28], associ-
ated with the major event in the u’ signal, Fig. 7, can be seen at
S/R;=3.3-3.4, and is also reflected in the larger values of the
modulus contours at the same S/R;. The alignment in phase of the
small scales with the large scale event (large kg) is readily seen. A
similar pattern is seen at S/R;=0.2.

Wavelet transform of u’ in the spanwise direction at y*=10 for
rpm=500 is shown in Fig. 8. The dominant waves with wave
numbers of 7-10 appear more evenly in the spanwise direction
compared to that in the azimuthal direction (Fig. 7). However,
waves associated with sharp negative peaks seen in Fig. 8(a) lead
to high wave numbers of well above 40 which occur intermittently
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in the spanwise direction. Computationally, this means that a sig-
nificant number of grid points are required in the spanwise direc-
tion to capture these flow events. Actually, the grid-refinement
study showed that flow properties are quantitatively sensitive to
the resolution in the spanwise direction. The u’ signal trace of Fig.
8(a) shows major events of closer spacing than that of Fig. 7(a).
These events are also reflected in the modulus and phase of the
wavelet transform and are indicative of the streaky structure [11]
seen in Fig. 6.

4.3 Turbulent Kinetic Energy Budget. In turbulence model-
ing, the various terms in the Reynolds-stress transport equations
(RSE) must be modeled. Durbin and Pettersson Rief [30] modified
the e-equation by introducing dependency on rotational effects.
Such modeling is unnecessary with DNS as these terms can be
computed explicitly. In the present study, the basic mean flow (U),
which has only the circumferential mean velocity component, is
homogeneous in the axial and circumferential directions. There-
fore, the budgets of the Reynolds stresses and the turbulent kinetic
energy can be given as follows:

F—budget
[ du u'v’ 1orv’'u'v’ 2u'u’v’
0==-2|u'v'— + Ul-[|———+
L r r r ar r
Py Ty
19 ou'u' 2 — —
+v ——<r >+—2(v'2—u'2):|
| rar or r
Dy
2 9p' — o’ 21 fouw' N [ou'\?
I NPTy M (——+v’) -5+<———) +<-——-)
pr 00 ~—— 24 r or 9z
—
Iy, Cn &) (11)
12
v’~ —budget
M/U/ 1(9rvalv7 zulufv/
0=4 Uv-|——m—-
r r ar r
Py Ty
1o av'v' 2 — —
+V|——<r >+—2(u' —v’z)}
ror ar r
Doy
2 op' — ' 21 fov'\* [au'\?
——U,L—4QM,U'—2V[<_—M’> = (—) +|—
p or R a6 ¥ ar 9z
MMy i 22 (12)
W—budget
1 orw'w'v’ 1(9( &w/w'> 2 dp’
0=-————+4y—— -—w'—
r aor ror ar p 0z
T33 Dy3 33
W' 21 ow’ 2 ow' 2
-2v S+l +{—
06 ] r or 0z
£33 (13)
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k — budget

—dU u'v’ 1 o'k’ 1d<d/?>
O=-|uv'—- Ul-- +v——Ir
dr r r o or rdr\ dr
Py N Dy

!

1| u'op" ,dp ,op’

| =+ —+w—-e

pLr a0 ar 9z

1, (14)

where the terms in the right-hand sides of (11)—(14) denote the
production rate (P), turbulent transport rate (7), viscous diffusion
rate (D), velocity pressure-gradient term (IT), Coriolis term (C),
dissipation rate term (&), and k' denotes the instantaneous turbu-
lent kinetic energy. These transport equations are non-
dimensionalized with u*/v. The velocity pressure-gradient term
is presented consistent with the approach described by Mansour
et al. [12]. The turbulent kinetic energy budget, Eq. (14), is simply
half the sum of the normal stress components of Eqs. (11)—(13). It
is noteworthy that the Coriolis component does not appear in the
w'? budget as it can only occur when a radial movement of fluid
is involved. Consequently, the term is equal and opposite in Egs.
(I1) and (12) to denote a simple interchange of energies. The
effect is similar to production with C;; in Eq. (11) reducing pro-
duction of the azimuthal velocity fluctuation while in Eq. (12) Cy,
increases production of the radial velocity fluctuation.

Figures 9(a)-9(c) show the turbulent kinetic energy budget for
the three different rotational speeds and Fig. 9(d) gives the ratio of
production to dissipation rate for the three cases. Comparison with
DNS and experimental data of Mansour et al. [12], Spalart [13],
and Laufer [23] shows that the trends of different components
contributing to the transport of k are similar. Production peaks in
the region y*=10-15. In each of these cases viscous diffusion has
a maximum loss between y*=5-10 and rises to a maximum gain
at the wall. Below y*™~ 8 dissipation rate in all cases rises rapidly
to a maximum at the wall and is balanced by viscous diffusion.

Turbulent transport of k is significant only in the region y*
=5-15 where it changes from a loss to a gain as the wall is
approached. In all cases, the pressure related terms are negligible.
In the region y*>30, only production and dissipation rate remain
significant and are in equilibrium as seen from Fig. 9(d). At the
smallest Reynolds number (rpm) a small excess of dissipation rate
over production is noted. This can be attributed to the fact that the
flow is only just above transition to turbulent flow. The maximum
of production relative to dissipation rate, Fig. 9(d), near y*
=8-10 is consistent with boundary layer, channel, and pipe flows.
The data of Figs. 9(a)-9(c), although normalized on the shear
velocity, indicate a Reynolds number dependence of magnitude of
peaks and wall values for production and dissipation rate but lo-
cation of the peaks is independent of Reynolds number.

In the present case Coriolis effects are present. Figure 10 shows
the Coriolis terms in the Reynolds stress budgets of the fluctuating
circumferential and radial velocity components for various values
of rpm. The magnitude of Cy; equals that of C,,, and their signs
are opposite, as identified in Egs. (11) and (12). As rpm increases,
the magnitudes of Cy; and C,, decrease but this is only due to the
normalization used. The Coriolis terms were argued to affect pro-
duction of u’? and v'? and this is the likely reason for the ratio of
u'?/v'? being just above unity at larger y* whereas values for
other nonrotating boundary layers are typically twice this value
and higher [13,23,24]. Coriolis terms are seen to be negligible in
the laminar sublayer.

5 Conclusion

In the present study which is of particular relevance in the study
of near wall effects such as met in flow affected corrosion, DNS
of low Reynolds number turbulent flows around a rotating circular
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Fig. 9 Turbulent kinetic energy budget in the wall region; (a) rpm=200, (b) rpm=500, (¢) rpm=1000, and (d) ratio of

production of k relative to its dissipation rate

cylinder was performed. Turbulent structures in the flow are quali-
tatively similar to those of turbulent channel, pipe, and zero pres-
sure gradient boundary layer flows, as confirmed by turbulence
statistics but the streamwise turbulence level is lower and the ratio
of streamwise to wall normal velocity fluctuation levels is also
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Fig. 10 Coriolis terms in the Reynolds stress budgets in the
wall region
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lower. Logarithmic layer with a slope of the inverse of the von
Karman constant is found to exist with respect to the rotating
reference frame.

Wavelet transform was performed to examine the spatial and
wave number characteristics of the turbulent coherent structures.
The dominant waves with wave numbers of 7-10 appear more
evenly in the spanwise direction than in the azimuthal (stream-
wise) direction. Moreover, high-wave number waves occur inter-
mittently in the spanwise direction but not in the azimuthal direc-
tion thus showing that a wide range of turbulent length scales
exists in the spanwise direction. Flow visualization plots indicate
streaky structures similar to those found in the other wall flows
with similar streamwise to lateral length ratios and are suggestive
of the typical ejection and sweep dominated near wall flows. The
spacing of these structures decreases as the rotational speed of the
cylinder increases.

The terms in the transport equations for the Reynolds stresses
and turbulent kinetic energy were computed by using DNS data
produced in the present study. As Reynolds number (rpm) in-
creases, so do the production and dissipation rates in the turbulent
kinetic energy budget even though these are normalized with the
shear velocity. While levels of the various turbulent kinetic energy
budget terms differ from pipe, duct, and boundary layer flows,
their ratios are similar, including the ratio of production to dissi-
pation which tends to unity in the outer flow.

Coriolis effects are shown to be equivalent to additional pro-
duction which leads to an effective reduction in the azimuthal
velocity fluctuation relative to the radial one. Consequently, the
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ratio of the two is lower than for channel, pipe, and zero pressure
gradient boundary layer flows. The normalized magnitudes of Co-
riolis terms in the Reynolds stress budgets decrease as rpm in-
creases. They are significant in the bulk of the flow but become
negligible in the laminar sublayer.
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Nomenclature
P = pressure (Pa)
R = cylinder radius (m)
Rer = Reynolds number based on cylinder radius and
the surface velocity of the cylinder
(=R2Q/v)
Re" = Reynolds number based on friction velocity
and cylinder radius (=u"R/v)
Ro = Rossby number based on cylinder diameter and
the surface velocity of the cylinder
(=U;/2RQ0=0.5)

r = radial coordinate (m)

S = streamwise coordinate (m)

t = time (s)
U; = surface velocity of the cylinder

(=RQ), (m/s)

u = streamwise (circumfcﬂial) velocity (m/s)
U = friction velocity (=\7,/p), (m/s)

u; = velocity component (m/s)

v = radial velocity (m/s)

W = spanwise length of computational domain (m)
w = spanwise velocity (m/s)
y* = normalized distance from the wall (=yu"/v)
y = distance from the wall (m)

z = spanwise coordinate (m)

Greek Letters
v = kinematic viscosity (m?/s)
p = density (kg/m?)
Q = angular velocity (s™')

Superscripts
— = time and spatial averaged quantity
1 = fluctuating value

Other Symbols
() = rms averaged quantity
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Under certain opening conditions (partial opening) of a steam control valve, the piping
system in a power plant occasionally experiences large vibrations. To understand the
valve instability that is responsible for such vibrations, detailed experiments and CFD
calculations were performed. As a result of these investigations, it was found that under
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1 Introduction

In some cases, a steam control valve (Fig. 1) in a power plant
causes large vibrations in the piping system that can be attributed
to fluctuations generated in the valve under the partial-valve-
opening (middle-opening) condition. For the maintenance and the
management of the plant, the valve system needs to be improved
to prevent the onset of hydrodynamic instabilities. However, in
the case of the steam control valve, it is difficult to understand the
flow characteristics in detail experimentally because the flow
around the valve has a complex 3D structure and becomes super-
sonic (M > 1). For these reasons, the details of the flow around the
valve are not fully understood and CFD simulations are required
to understand the underlying complex flow structure associated
with the valve.

In the past, Jibiki et al. [1] and Araki et al. [2] have conducted
experimental studies of the steam control valve. They analyzed
the characteristics of certain shapes of the steam control valve and
found the region responsible for the pressure fluctuations. How-
ever, they were unable to pinpoint the exact reasons for the fluc-
tuations. Utilizing experiments, Ziada et al. [3] modified the con-
trol valve geometry to reduce the stress of the piping caused by
the noise generated at the valve below the piping fatigue limit.
They first changed the valve stem from a single-stage pressure
drop system to multiple stages and achieved noise reduction at the
downstream piping. However, this transformation from a single-
stage to multiple stages increased valve vibrations. Then, they
changed the valve structure back to the single-stage type, added
12 slits, and finally achieved the reduction of the downstream
noise and valve vibrations. Hans et al. [4] conducted many model
experiments with various geometries to verify the scaling rules
relating to the valve noise. They found from these tests that the
normalized acoustic power depends on the pressure ratio and
valve design only, but is independent of valve size, fluid, and
absolute value of pressure. Many other studies of control valves
[5-7] have been conducted, but most of them focus on the control
of the noise caused by turbulence and shock waves; moreover,
there is no report that details the 3D flow structure around the
valve under the partial-opening condition.
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In this study, we focus on the details of the flow fluctuations
around the steam control valve under the partial-opening condi-
tion, and conduct air experiments and CFD calculations to under-
stand the cause of the fluctuations.

2 Experimental Apparatus

The schematics of the experimental apparatus are shown in Fig.
2. Compressed air is supplied from a compressor (1) to the test
section (4) through a turbine flowmeter (2). The air from the test
section is discharged through a downstream pipe (5) and a silencer
(6).

The test section is composed of a valve and a valve seat with
radii of 30 and 21 mm, respectively, and pressure taps for mea-
suring wall pressure time history. Figure 3 shows the valve and
valve seat geometries together with the location of the pressure
taps. Each pressure measurement point has four pressure holes in
the circumferential direction. The holes are installed 30 deg. from
the center of the valve (A;-A,) and on the valve seat (B-Bs). We
used Teac CCQ-093 pressure transducers that have been flush-
mounted and the measurements were carried out with a 20
X 1076 s sampling rate for unsteady pressure measurements.

It is possible to adjust the valve smoothly using a pulse motor
and the support structure of the valve is sufficiently rigid to avoid

Mach Number,M=1
i, Valve Seat

at Throat
Piping
Fig. 1 Schematic of steam control valve
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Fluid Alr O 7024 026 028 024 026 028
Inlet pressure 0.5 MPa time[s] time[s]
Exit pressure About 0.1 MPa Valve Valve Seat
(A.tmospheric Pressure)
Valve shape Hemisphere (radius 30 mm)  Fig. 4 Time history of wall pressure on valve (4,-A,) and valve
Valve seat shape C”rYed surface seat (B4-B,) (inlet pressure: 0.5 MPa, arrows show the propa-
_ (radius 21 mm) gating direction)
Downstream pipe ¢40, about 1.5 m length
Lift 0.2 mm-2.0 mm
Seat diameter 49.3 mm
Opening ratio 0.00406—0.0406 of lift to the seat diameter, where the seat diameter is the radius of
Pressure Valve the contact circle between the valve and the valve seat. The ex-
measurements 4 points in circumferential  perimental conditions are listed in Table 1.
dir. from the center to the
position of 30 deg. (A;-Ay)
Valve seat 3 Experimental Results
4 points in circumferential . . .
dir. at the curved surface The time histories of wall pressure (A-A4 or B;-B,) under the
ends (B,-B,) inlet pressure pj=0.5 MPa and 0.2, 0.8, 1.6, and 2.0 mm lift
(OR: 0.00406, 0.0162, 0.0325, 0.0406) are shown in Fig. 4. When
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Fig. 5 FFT analysis of pressure history (inlet pressure:
0.5 MPa)

the lift is 0.2 mm (OR: 0.00406, small opening), there are no large
pressure fluctuations and the flow has a symmetrical pattern.

When the lifts are 0.8 and 1.6 mm (OR: 0.0162, 0.0325,
middle-opening), pressure spikes can be observed, which propa-
gate in the circumferential direction, as indicated by arrows in Fig.
4. At the 0.8 mm lift, the fluctuations can be seen at the valve
(A;-Ay) and the amplitude is approximately 0.05 MPa. Moreover,
the propagation direction suddenly changes to the opposite direc-
tion (e.g.,~0.004 and 0.012 s). At the 1.6 mm lift, the fluctuations
can be seen at the valve seat (B;-B;) and the amplitude is
~0.1 MPa (larger than that under the 0.8 mm condition). A
change in propagation direction is also observed in this case (at
approx. 0.46 and 0.48 s) and happens randomly. This means that
the propagation direction of the pressure fluctuations is a random
(or quasi-periodic) phenomenon. We call these pressure fluctua-
tions, “rotating pressure fluctuations.”

We observe the rotating pressure fluctuations in the lift range of
0.5-1.6 mm (OR: 0.00406—0.0325). When the lift increases, the
amplitude of the fluctuations increases. However, when the lift
becomes 2.0 mm (OR: 0.0406, large opening), this fluctuation
suddenly disappears and the flow becomes calm again.

Figure 5 shows the FFT results of the wall pressure (A;-Ay,
Bi-By) at 0.2, 0.8, 1.6, and 2.0 mm lifts (OR: 0.00406, 0.0162,
0.0325, 0.0406). The average values of A-A, (or B,-By) are plot-
ted here. In these figures, we can see a small peak at
4000-5000 Hz (O marked in the figures). As the speed of sound
is approximately 340 m/s, this peak frequency corresponds to the
first radial mode of acoustic resonance in the pipe. However, no
peak corresponding to the rotating pressure fluctuations can be
observed in any of the results. The reason for this is that, this is a
random (or quasi-periodic) phenomenon as pointed out previ-
ously, so that FFT analysis does not show any peak associated
with this phenomenon.

In the case of the region where the rotating pressure fluctuations
occur, Fig. 6 shows the pressure time histories in which the direc-
tion of the rotating pressure fluctuations is maintained in the same
direction, and Table 2 summarizes the characteristics of the rotat-
ing pressure fluctuations. (The propagation frequency is evaluated
from Fig. 6 because it is impossible to evaluate them from FFT.)

The frequency of the fluctuations is 150 Hz at the 0.7 mm lift
(OR: 0.0142), and it decreases when the lift increases. At the
1.6 mm lift (OR: 0.0325), the frequency becomes 75 Hz, half the
value of that at the 0.7 mm lift. We can also see that when the lift
increases, the region of the fluctuations moves from around the
valve (A-A,) to around the valve seat (B;-B,). Because the pres-
sure measurement position on the valve (A;-A,) is closer to the
piping center than that on the valve seat (B-B,) and the frequency
is lower when the lift is larger, it is supposed that the rotating

50 / Vol. 129, JANUARY 2007

0.05AT——A— 005BL— A]
= 0.00 f 0.00
€ -0.05E2 l“'.“"i - -0.05
= 0.052= T 0.052=
g 0.00M 0.00 f=mmrmnap
2 -0.05 -0.05 -
8 0.05@A3—"—*— go5B3—
& 0.00H—F—1 0.00
2 -0.05 J@M&ﬂ -0.05 ;
2 005 Ad—F—+— oos Bd—
O 0.00H 0.00 fr~~ssg—omp~<
0,05 Prsmrtmdunnd g 05 -
151 152 153 151 152 153
0.05 0.05
= 0.00 0.00
€ 0051 -0.05
= 0.05A2 0.05
2 0.00 0.00 s
2 0.05E o M) ) 05
& 005pr= 0.05=) — ]
9 .0.05 -0.05
2 0.05A4 0.05
O 0.00 0.00 -
00330 0.4 012°%
0.10A% 0.10
= 0-00 Fewamwmmas 0.00
£ 0.10 - -0.10
S 0.10A2 0.10
g 0.00 = 0.00
2 -0.10 - -0.10
£ 0.10A3 0.10
O 0.00 frrerwmmmartig  0.00
9 .0.10 - -0.10 4
3 0.10Ad—— o.10Bd———
O 0.00 prtymammitcmmatty] 0.00 fretpmmmsie
-0.10

- -0
048 049 050

0.10 Al
— 0.00
o -010 L
S 010 A2 0.1082; T
2 0.00 0.00==A= -
? -0.10 b -0.10 koS
g 0102 0.1022
0 0.00 Erme™mmmmamas  0.00
2 .0.10 - -0.10
S 0.10 A4 0.10ﬁ“:
O 0.00 ey 0.00
-0.10 - -0.10 ¥
022 023 024 022 023 024
time[s] time[s]
Valve Valve Seat

Fig. 6 Comparison of pressure rotation pattern (inlet pres-
sure: 0.5 MPa)

pressure fluctuations move from the piping center to the wall.
Moreover, the amplitude of the fluctuations increases when lift
increases.

4 CFD Code

Our 3D unsteady compressible flow CFD code, “MATIS-C
(Multi-Dimensional Accurate Time Integration Simulation) Code”
solves the 3D compressible NS equations and is discretized by the
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Table 2 Characteristics of pressure fluctuation
Pressure fluctuation

Valve Amp.

Lift Valve seat Rotation (avg.)

(open. ratio) (A-Ay) (B,-By) freq." (MPa)

0.7 mm 0 150 Hz 0.03
(0.0142)

0.9 mm 10] 130 Hz 0.04
(0.0183)

1.2 mm 0] 110 Hz 0.06
(0.0243)

1.6 mm 75 Hz 0.075
(0.0325)

“Rough estimate.

finite difference method. We utilize the second-order Harten-Yee’s
TVD scheme [8] for the convective term and the second-order
central difference scheme for the viscous term. To calculate un-
steady phenomena accurately, we used the second-order backward
difference operator with the Newton iterative procedure and LU-
SGS algorithm [9] for matrix inversion. Turbulent calculations
such as those for the flow in the steam valve are carried out
utilizing LES methodology with modified Smagorinsky model
(Takakura et al. [10]), and van Driest wall damping function.
Table 3 shows the details of the MATIS-C code.

For the validation of MATIS-C, we performed some benchmark
tests. First, to check the spatial accuracy, the detached shock po-
sition on a sphere in supersonic flow was calculated and compared
with the experimental data. Figure 7 shows the Mach number
contour in some sections, and Fig. 8 shows the normalized shock
position against the inlet Mach number. We can see the 3D shape
of the detached shock, and the positions of the shock agree well
with the experimental results.

Next, to check temporal accuracy, the von Karman vortex
around a circular cylinder under the subsonic flow condition was
calculated and compared with the experimental data. Figure 9
shows the Strouhal number of the lift coefficient versus the Rey-
nolds number. The CFD results agree well with the experimental
results quantitatively.

After benchmark tests, CFD calculations of flow in the valve
were conducted. Figure 10 shows a bird’s-eye view of a compu-
tational mesh. The shapes of the valve and the valve seat, and the

Table 3 A feature of MATIS-C? code

3D-FDM Based LES

Fluid Compressible flow (Mach number, M >0.3)
Mass conservation eq.

Government Momentum conservation eq.

equations Energy conservation eq.

for 3-D compressible flow

Convective term

Harten-Yee’s upwind TVD (2nd order) (Ref. [8])
Viscous term

Central difference (2nd order)

Discretization

2nd order backward diff. with Newton iteration (2nd

Time
marching order)

Implicit method: LU-SGS (Ref. [9])
Turbulence Modified Smagorinsky model (Ref. [10])
model with van Driest type function

“Multi-dimensional accurately time integration simulation for compressible fluids.

Journal of Fluids Engineering

Fig. 7 Mach contour around a sphere (Mach number=2.0)

downstream length are the same as the experiments. The total
mesh number is approximately 500,000 points, 66 points are ar-
ranged in the circumferential direction and seven points are over-
set to prevent error accumulation by the boundary condition in the
circumferential direction. The normalized wall distance y* be-
tween the wall and the first mesh is approximately three.

The calculations were performed with the following conditions:

(i) Since the operating fluid is air the ideal gas approximation
was used;

(ii) total pressure and total temperature are fixed at 0.5 MPa
and 300 K, respectively, at the inlet;

(iii) velocity at the inlet is calculated by extrapolating the Rie-
mann invariant;

(iv) a static pressure of 0.1 MPa is fixed at the exit. All other

variables at the exit are extrapolated;

(v) nonslip (u=v=w=0) and adiabatic conditions are speci-
fied at all wall boundaries.

0.5 \
0.4 \
203
0.2
01l — Exp. \\
’ + CFD
0.0
1.0 2.0 3.0

Inlet Mach Number

Fig. 8 Detached shock position versus inlet Mach number

203 — Exp. e« CFD
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s
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Fig. 9 Strouhal number of Karman vortex versus Reynolds
number
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Fig. 10 Bird’s view of computational mesh

Calculation was conducted at lifts of 0.2, 0.5, 0.8, 1.0, 1.2, 1.6,
and 2.0 mm (OR: 0.00406, 0.0101, 0.0162, 0.0203, 0.0243,
0.0325, 0.0406).

5 CFD Results

Figure 11 shows the time histories of the wall pressure (A;-Ay,
B;-B, correspond to the positions of the pressure holes in Fig. 3)
at 0.2, 1.6, and 2.0 mm lifts (OR: 0.00406, 0.0325, 0.0406) and
Fig. 12 shows the comparison of the rms. pressure amplitude. As
seen in Fig. 11, under the small- (0.2 mm) or large- (2.0 mm)
opening condition, the pressure fluctuations are noticeably absent
in both CFD results and the experiments, and the absolute values
of the pressure from CFD results agree well with experiments.

When the lift is 1.6 mm, the rotating pressure fluctuations can
be seen in CFD results similar to those observed in the experi-
ment. The frequency and amplitude also agree well with experi-

—@— EXP._Valve —©— CFD_Valve
—4— EXP._ValveSeat —~— CFD_ValveSeat
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Fig. 12 RMS amplitude of pressure fluctuations

ments. The CFD calculations show that the propagation direction
changes quite suddenly to the opposite direction.

From Fig. 12, though differences between CFD and experiment
under the small-opening condition caused by the mesh quality can
be seen, CFD results agree with the experimental results in terms
of amplitude except for the small opening condition and it is
found that the amplitude increases when lift increases in the
0.4-1.6 mm lift range.

We found that CFD results can also reproduce the rotating pres-
sure fluctuations, and the results agree with those of the experi-
ment quantitatively. Furthermore, visualization of the CFD solu-
tions also provided us with a detailed structure of the flow: Figure
13 shows the static pressure distribution and velocity vector in the
flow sections (Figs. 13(a) and 13(b)) and A-A’ section (Fig.
13(c)). The red region denotes that the pressure in this region is
higher than that in other regions. The bold arrow drawn in the
figure shows the direction of the flow.

When the lifts are 0.2 and 2.0 mm, the flow downstream of the
valve is axisymmetric and there is no large fluctuation or asym-
metry in the pressure distribution. On the other hand, when the lift
is 1.6 mm, the flow becomes asymmetric and part of the flow (the
flow from left to right in Fig. 13())) attaches to the valve (called
“the valve-attached flow”) and collides with the flow from the
opposite side. The resultant high-pressure region as well as the
associated vortex structure are shown in Fig. 13(c). This valve-
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(b) Lift:1.6 mm(O.R.:0.0325)

(c) Lift = 2 .0mm(O.R.:0.0406)

Fig. 11 Comparison between exp. and CFD (inlet pressure: 0.5 MPa)
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Fig. 13 Static pressure distribution and velocity vector (CFD)

attached flow is observed only at the lift range of 0.5—-1.6 mm,
which agrees well with the region in which the rotating pressure
fluctuations are observed in the experiment.

Figure 14 shows the time histories of the pressure distribution
and the velocity vector in the A-A’ section at the 1.6 mm lift. The
bold arrows drawn in the figures indicate the flow pattern. The
time corresponds to the time in Fig. 12(b)-CFD.

At 1.65 s, when the high-pressure region caused by the valve-
attached flow occurs at Bs (shown in Fig. 12(h)-CFD), a pressure
spike can be seen at B3 (shown in Fig. 14(a)). In addition, when
the high-pressure region propagates in the circumferential direc-
tion, the pressure fluctuations rotate in the same direction. This
alludes to the fact that the rotating pressure fluctuations are caused
by the valve-attached flow.

Lissajous’ figures of the side thrust to the valve (y-z direction)

(a)t=0.165s(Valve-ttached Flow:B1->B3) (b)t=0.170s(Valve-ttached Flow:B2 >-B4)

(c)t=0.172s(Valve-ttached Flow:B3 =-B1) (d)t=0.174s(Valve-ttached Flow:B4 >B2)

O :Higher-pressure Region Caused by Valve Attached Flow

Fig. 14 Time history of pressure distribution and velocity vec-
tor (CFD, Lift: 1.6 mm (OR: 0.0325), x=0.033 m section)
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Fig. 15 Lissajous figure of side load (CFD)

are shown in Fig. 15. At the 0.5 and 1.6 mm lifts, when the rotat-
ing pressure fluctuations occur, the side thrust on the valve also
rotates, and if the amplitude of the fluctuations increases, the side
thrust also increases (compare 0.5 and 1.6 mm lift data). This
means the rotating pressure fluctuations (caused by the valve-
attached flow) cause the rotating side thrust, and the amplitude of
the side thrust becomes larger when the fluctuation becomes
larger. This is thought to be one of the causes of the vibrations that
occur on the valve and the piping system under the middle-
opening condition.

6 Conclusion

Using experiments and CFD calculations, flow instabilities
around a steam control valve under the middle-opening condition
were investigated. We can draw the following conclusions.

Pressure fluctuations propagating in circumferential direction,
which named “rotating pressure fluctuations,” are observed only
under the middle-opening condition.

The amplitude of the rotating pressure fluctuations increases
and propagation frequency decreases as lift increases, within the
lift range in which the fluctuation is observed.

The CFD code “MATIS-C” can reproduce unsteady phenomena
that are observed experimentally, and the unsteady region, ampli-
tude and frequency agree well with those of the experiment.

The rotating pressure fluctuations are caused by an asymmetri-
cal flow attached to the valve body (called “the valve-attached
flow”).

The large side thrust experienced by the valve correlates with
the presence of the rotating pressure fluctuations and is the leading
cause of vibrations to the valve and the piping system under the
middle-opening condition.
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Thermal and Flow Fields
Modeling of Fast Spark
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Discharges in Air

In this study, a two-dimensional axisymmetric computational model of spark discharge in
air is presented to provide a better understanding of the dynamics of the process. Better

understanding of the modeling issues in spark discharge processes is an important issue

R. D. Matthews

for the automotive spark plug community. In this work we investigate the evolution of the

shock front, temperature, pressure, density, geometry, and flow history of a plasma kernel
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using various assumptions that are typically used in spark discharge simulations. A
continuum, inviscid, heat conducting, single fluid description of the flow is considered
with radiative losses. Assuming local thermal equilibrium, the energy input due to resis-

tive heating is determined using a specified current profile and temperature-dependent
gas electrical conductivity in the gap. The spark discharge model focuses on the early
time flow physics, the relative importance of conduction and radiation losses, the influ-
ence of thermodynamic model choice and ambient pressure effects.

[DOLI: 10.1115/1.2375130]

Introduction

In this paper, we present a two-dimensional axisymmetric com-
putational model of ultra fast (90 ns) spark discharge in air. The
goal of the study was to evaluate and test various assumptions that
are typically used in plasma and blast wave dynamics during the
spark discharge process. Better understanding of the dynamics of
spark type discharges is important for a number of applications.
As an example, improved fuel economy under the constraint of
stricter emissions standards is an important objective of current
internal combustion engine designs. One strategy to achieve this
objective is the use of fuel-lean combustion. In general, however,
increasing the air/fuel ratio leads to an increase in cycle-to-cycle
variation resulting in partial burns and misfire cycles. Satisfactory
ignition and combustion can only be achieved by an extended
ignition limit and a shorter initial burn time under these condi-
tions. Improving the overall ignition process thus extends the lean
ignition limit in spark ignition engines [1,2]. Many factors affect
the ignition process. Examples include equivalence ratio, spark
discharge energy input, rate of energy input, spark gap parameters,
heat losses to the electrodes, the specific combustion reactions in
the early stages of discharge, and flow field characteristics. Vari-
ous assumptions are made in the literature regarding the relative
importance of these factors. Improvements in the understanding of
spark discharges will facilitate improvements in spark ignited en-
gine operation.

While there is a rich history of studies of flame kernel ignition,
there is much less work on early time spark plasma physics [2-6].
One might consider that early time for a spark system refers to
time before combustion kinetics are significant contributors to the
rate of energy deposition in the spark discharge. During this early
period (r<<20 ws), the particular characteristics of the energy
deposition process affect the plasma expansion and the develop-
ment of thermal regions capable of initiating the combustion
chemistry. There remain questions on the optimal methods for
electrical energy addition. Maly and Vogel [3] present a summary
of essential properties of three spark discharge modes: Break-
down, arc, and glow and suggest that to ensure high ignition prob-
abilities, the total energy should be transferred to the mixture as
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quickly as possible during the breakdown phase. However, there
is a lack of consensus regarding their conclusion, and continued
research seeks to clarify the relative energy transfer budgets dur-
ing spark ignition. Another important issue in spark discharge
studies is the durability of the spark plug. A recent study by Sol-
dera et al. [5] investigated the phases of the discharge and elec-
trode erosion patterns using a high-speed camera and oscillo-
scope. Soldera et al. indicate that significant material erosion can
occur in the arc phase which often follows breakdown. The high-
est power densities occur within approximately 10 us after break-
down. The study by Soldera et al. highlights how ignition system
parameters influence spark plug durability.

Several levels of modeling have been used to gain better under-
standing of the processes that influence flame kernel development.
Global thermodynamic models (zero-dimensional) have been for-
mulated by Herweg and Maly [7]; Shen et al. [8]; Lim et al. [2];
and Anbarasu et al. [9]. These models are by construction inca-
pable of resolving the early time dynamics. In fact, they often rely
on specification of some early time plasma profile to begin the
flame kernel evolution. Exceptions exist such as Lim et al. [2]
where they model the spark kernel development in two different
time domains. Taylor-Sedov’s point explosion theory [10] is used
for the early blast wave phase, and the solution for this process is
then used as the initial condition for the zero-dimensional thermal
evolution model. Similarly, Anbarasu et al. [9] obtain the initial
plasma kernel size after the breakdown process by solving for the
blast wave generated during breakdown. There has been little ex-
ploration of how the one-dimensional approximation in the
Taylor-Sedov solution compares to more complex physical mod-
eling, for example, in the prediction of temperature.

Computational fluid dynamics (CFD) simulations of spark
physics provide opportunities to simulate times approaching the
time for breakdown. Sher and co-workers investigated spark dis-
charge and flame kernel processes in a series of studies [1,11-14].
In their early work they derived an energy balance that algebra-
ically predicts the plasma kernel radius and temperature after
breakdown, while in their most recent study they used values
suggested by Maly and Vogel [3]. In the study of Kravchik et al.
[1], several issues were examined with respect to the flame kernel
growth. The existence of the shock wave was noted as well as the
importance of increased discharge energy on the rate at which the
kernel grows. While significant understanding came out of these
studies, there are issues that were not addressed. For example, it is
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unclear if and how the current profile, as might be measured for
an actual spark circuit, was used in determining the energy depo-
sition. Also, the numerical code appears to be a low numerical
order technique. It is useful to know if higher order techniques
predict different physics. Other studies in the literature have also
used CFD techniques to investigate spark processes. Akram inves-
tigated the spark discharge physics in air using one-dimensional
and two-dimensional models [15-17]. In a recent study [17],
Akram presented a two-dimensional model simulating spark dis-
charge in air to show the influence of electrode geometry and gas
dynamic effects on the formation of the high temperature kernel.
In our study, we examine the thermodynamic model used by
Akram and compare it against two other models. A study by
Thiele et al. [18] presented a numerical simulation of spark igni-
tion including detailed chemistry and ionization. Their model in-
vestigated times from the blast wave formation through to the
early stages of flame development in methane/air mixtures. In
another study [19], Thiele et al. primarily focus on geometry ef-
fects as they might affect flow physics.

Given that many physical mechanisms may impact the dis-
charge and ignition process, it is a formidable challenge to model
the event. In the present paper, we present a spark discharge
model focusing on the details of the flow physics, the relative
importance of heat loss to the electrodes by conduction and radia-
tion losses, the influence of thermodynamic model choice, and
ambient pressure effects. We use one of the few experimental data
sets available in the literature (Borghese et al.) to validate and test
the models and approximations. The Borghese et al. [20] data
provide density measurements in a plasma driven by an ultra-fast
spark (<90 ns duration) circuit at various times. Although this
data set is for times much shorter than typical spark plugs, it
serves as validation for some of the models that we test. We also
compare a one-dimensional solution for the temperature profile
with more detailed two-dimensional axisymmetric simulations. To
the authors’ knowledge, no previous studies have systematically
documented the influence of the choice of thermodynamic model
on the evolution of the temperature profile, pressure distribution,
etc.

Spark Discharge Modeling

The conditions under which the theoretical models used in this
study to simulate the spark discharge process are valid are dis-
cussed below. The arc discharge has axial symmetry in cylindrical
coordinates. The flow field is assumed laminar because the effect
of turbulence is often considered to be negligible during the early
stages of the discharge process [4,20,21]. Body forces are ne-
glected. We assume that the magnetic field induced by the electri-
cal current during discharge is also negligible. Generally, the low
current densities observed in spark discharges allow us to neglect
self-induced magnetic forces compared to the pressure effects (the
induced electrical “pressure” represents 1% of the thermodynamic
pressure when the current magnitudes are on the order of 103 A)
[22]. Also, the very short duration of the discharge in this study
makes the self-induced magnetic field effects negligible. In spark
discharge processes local thermal equilibrium (LTE) is reached
after the formation of a conducting channel, i.e., breakdown. The
duration of breakdown is on the order of 10 ns, and that period
cannot be simulated by the present model because the gas during
the breakdown period is not in equilibrium. Breakdown physics is
incorporated into the model by initial conditions. A continuum,
single fluid description of the flow is considered where we assume
that all the constituents of the plasma behave the same. An invis-
cid, heat conducting fluid description is used. In low temperature
problems it is general practice that ignoring viscosity requires
ignoring conductivity, but under the relatively high temperature
conditions considered here free electrons play an important role in
the thermal conductivity while they have a negligible effect in the
momentum transport because of their low mass [17]. The elec-
trodes are considered as infinite heat sinks where their surface
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temperature is taken as 300 K. The plasma is considered to be
optically thin [1]; therefore, it is transparent to its own radiation.
The gas (dry air) is assumed to be initially at rest and the pressure
is initially spatially uniform.

Governing Equations

In accordance with the assumptions stated above under the
modeling section, the following governing equations are used in
cylindrical coordinates:

Mass conservation:

ap

Y (V) =0 (1)

Momentum conversation:
dpV
—Zt LV (pVV)=— VP )
Energy conservation:
ﬁE -n -m
E"'V'(EV):_V'(VP)+V'q+qel+qmd (3)

The total energy per unit volume in Eq. (3) is defined as
E= p[e + %(VV)] 4)

Constitutive Relations. To close the system of equations we
need constitutive relations, namely thermal and caloric equations
of state. In the present study, the air is considered to be a single
substance and species are not treated separately. The real gas con-
tributions to the flow physics such as dissociation, ionization, vi-
brational, and rotational energies are incorporated through speci-
fied thermodynamic models and the resultant equation of state. We
use three different thermodynamic models to investigate the ef-
fects of each on the simulation results and also on the computa-
tional time requirement.

Thermodynamic Model 1 (TDM-1). The first model employs the
constant specific heat ratio, v, approach which is widely used in
high speed gas dynamics problems. This method replaces the real
gas air by a surrogate ideal gas with the average molecular weight
of dry air and constant specific heat ratio. The thermal equation of
state with gas constant associated with air is

p=pRT (5)

The model utilizes a relation between the pressure and volume
specific energy in which v is a parameter

oot ©)
y—1

In this study, an effective value of 1.16 is chosen for y which is
consistent with the average value of y over the temperature range
of interest. The specific heat ratio, v, is calculated using thermo-
dynamic data/models which typically give the internal energy as a
function of temperature. Please refer to Fig. 1 for the y variation
with temperature (at four pressures) for an equilibrium air plasma
using two different thermodynamic models. For one model (i.e.,
Capitelli et al. [23]) only atmospheric pressure y data are pre-
sented. For the other (Akram [17]), which has an explicit pressure
dependence, we present four pressures. Further discussion of Fig.
1 is provided under the pressure effects section in the results and
discussion.

Thermodynamic Model 2 (TDM-2). The second model, which
was originally suggested by Plooster [24], found applications with
some modifications in various papers including the spark dis-
charge simulations of Akram [17]. In this method, a simplified
equation of state for a surrogate diatomic gas “air,” was devised
to obtain an estimate of the effects of real air [24]. The weighted
averages of the molecular weight, rotational moment of inertia,
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Fig. 1 Specific heat ratio for air under LTE (solid curve with

TDM-3, dashed curves with TDM-2)

energies of dissociation, first and second ionization, and the sta-
tistical weights of the ground states of the molecular, atomic, and
ionic O, and N, are used to represent air,. The contribution of
vibrational degrees of freedom to the internal energy is included
in Akram [17] while it was neglected in the original formulation.
Although this method approximates the thermodynamic properties
of real air quite well at temperatures above 10,000 K, there is
more error in the approximation in the temperature range of
3000-9000 K because of the very different dissociation energies
of O, and N, and the neglected contribution of NO. The thermal
and caloric equations of state are determined by means of a Saha
equation under the assumption that dissociation and ionization
occur consecutively. This approximation works well unless the
pressures are very high. Based upon the summarized assumptions
[17,24], the constitutive thermodynamic relations are
Thermal equation of state

p=pRI[1+Ag+2(A; +A,)] (7)
Caloric equation of state
e=RT[2(5+A0) +3(A, +A) | + Aoy + AT, + AsL,  (8)
where
Ag=2[1+(1+2By)"]!

6,\ | I
By= CopT_l/2|:] - exp(— ?”)] exp(é)

A =2[1+(1+2B)"]!

1
B, =C,pT" exp(%)

Ay=2[1+2B,+(1+6B,+B)""T"!

2RT

In these expressions, the A; are the levels of dissociation and
ionization, 6, is the vibrational temperature, /; are the specific
energies of the dissociation or ionization reactions, and C; are the
constants that depend on the statistical weights. The respective
values of the parameters used here are given in Table 1.

Thermodynamic Model 3 (TDM-3). In the third model, thermo-
dynamic properties presented by Capitelli et al. [23] are used. In
that study, they report analytical expressions for thermodynamic

I
B, = CopT"> exp( —2)
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Table 1 Physical properties of air,
Gas constant, R (J/kgK) 2.88%107?
Specific dissociation energy, I, (J/kg) 2.930577%* 107
Specific first ionization energy, I, (J/kg) 9.591766% 107
Specific second ionization energy, I, (J/kg) 2.062056* 10%

Constant in Saha equation for dissociation, C, 4.817588*107*

(m3K3/2 /kg)

Constant in Saha equation for first ionization, C, 1.101416*10*
(m*K32/kg)

Constant in Saha equation for second ionization, C, 1.033965*10*
(m*K*?/kg)

Vibrational temperature, 6, (K) 3150

and transport properties in the temperature range of

50-100,000 K with an error less than 5% compared to calculated
data. The plasma composition and the thermodynamic properties
have been obtained from the internal partition functions tabulated
by Giordano et al. [25]. Species considered are: Ny, N3, N, N*,
N2+, N3, N+, 0,, 03, 0,_,0,07, 0%, 0%, 0**, O*, NO,NO*,
and e~ at atmospheric pressure with the assumption that the
plasma is in local thermodynamic equilibrium. Only the thermo-
dynamic properties that are presented by Capitelli et al. [23] are
incorporated in the present study because our aim is to investigate
the influence of those specified thermodynamic properties on the
simulated flow physics while the same transport properties are
used for all three models. One would expect that the atmospheric
pressure thermodynamic properties would yield errors at very
early times because of the high pressures during that period; we
will assess the effect of these pressure property-related errors in
the course of the simulations. A temperature dependent gas con-
stant is used in the equation of state and an energy-temperature
(€e=T) curve using the properties presented by Capitelli [23] is
employed as the caloric equation of state.

Electrical Heat Source. Electrical power input (per unit vol-
ume) to the gas due to resistive heating is given by

da=j-E )
where j is the current density and E is the electric field. A gener-

alized Ohm’s law for an electrically neutral plasma can be written
as

j=o(E+u,XB) (10)
With the assumption of a negligibly small magnetic field, and
unidirectional flow of the current in the z-direction within the
cylindrically symmetric current channel, the Joule heating term is
written as

2

-n ]

qe1=_Z (11)
(o

where o is the electrical conductivity of the plasma. The electrical
conductivity has a strong temperature dependence. Using total
current, i, the source term can be distributed over the plasma
channel [1,18,19] by

2

- ! (12)

=0 rol 2
(f Zwra(r,z)dr)
0

Therefore, the electrical power input into the plasma through
Joule heating can be calculated and distributed using the specified
current input.

Transport Properties. In this study, transport properties,
namely the thermal and electrical conductivities for high tempera-
ture dry air, are based on the data presented in Boulos et al. [22].
It is worth noting that those tables are evaluated under the thermal
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Fig. 2 Computational domain and electrode geometry

and chemical equilibrium conditions of atmospheric pressure. The
errors associated with changes in pressure are assumed to be small
because the dependence of transport properties on pressure is very
small compared to the dependence on temperature. As an ex-
ample, several order of magnitude changes occur in the transport
properties over the temperature range of interest while for an or-
der of magnitude pressure range, the transport properties do not
change even within an order of magnitude [26]. In addition, the
overpressure within the spark gap, which is also the high tempera-
ture zone and where the most deviations should be expected, de-
creases in value to less than 500 kPa in the first two hundred or so
nanoseconds.

Radiative Heat Transfer. Radiative loss is one of the most
important problems in energy transport of thermal plasma model-
ing. The strict treatment of radiation is a very computationally
expensive and involved problem which is generally handled as a
separate problem by itself. In this study tabulated values of the net
emission coefficient as a function of temperature are used. This is
actually one of the simplest and most widely used methods for
evaluating radiation losses in thermal plasmas. This method as-
sumes transparent radiation from the finite volume without ab-
sorption. We adopted the net emission coefficient for dry air at
atmospheric pressure calculated by Naghizade-Kashani et al. [27]
into our simulation.

Numerical Solution and Computational Domain

The flux corrected transport (FCT) algorithm developed by
Boris et al. [28,29] is used with some problem-specific modifica-
tions to advance all dependent variables in time. FCT is a high-
order, explicit, finite difference code that includes a group of sub-
routines for solving nonlinear, time-dependent continuity
equations. This monotone, conservative, positivity-preserving al-
gorithm can accurately compute steep gradients, allowing grid
scale numerical resolution. The algorithm itself can treat one-
dimensional, Cartesian, cylindrical, or spherical and generalized
nozzle coordinates. Multidimensional problems are solved by
time-splitting in the different coordinate directions.

Figure 2 shows the schematic of the cylindrical electrodes and
the axisymmetric computational domain. The gap between the
electrodes is taken equal to 2 mm, where the electrodes have
1 mm diameter. The flow is considered to be symmetric with re-
spect to the r and z axes, which allows performing the solution for
one quadrant of the domain of interest. The solution domain
ranges from O to 8 mm in r and —6.50 to 6.50 mm in the z direc-
tions. The model employs 270 by 160 nonuniformly distributed
cell volumes with the minimum mesh size of 10 umX20 um.
The minimum time-step used in the solution is 0.25 ns.

The calculation procedure for a single time-step can be summa-
rized as follows:

(i) Given the initial conditions, thermodynamic and transport
properties are calculated for each cell as a function tem-
perature;
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(ii) the governing equations are integrated in a specifed direc-
tion for a half time-step to find first order accurate ap-
proximations to the dependent conserved variables. More
details are provided in Boris et al. [28]

(iii) the total energy is used to calculate the temperature and
pressure according to the thermodynamic model used (this
requires iterative solution for TDM-2 and TDM-3 because
of the nonlinear temperature dependence of internal en-
ergy):

(iv) thermodynamic and transport properties are calculated us-
ing updated cell temperatures;

(v) the governing equations are integrated to the full time-step
to find dependent variables that are second order accurate
in time. More details in are provided in Boris et al. [28];

(vi) new temperature and pressure values are calculated at the
end of the time-step using total energy and the prescribed
thermodynamic model;

(vii) Procedures (ii)—(vi) are repeated to integrate the governing
equations in the other direction to complete the full time-
step for two-dimensional computational domains.

Initial and Boundary Conditions

Arc initiation within the spark gap is achieved with the break-
down of the gas between the electrodes. As already mentioned in
the modeling discussion, the formation of the conducting channel
cannot be simulated with a single substance equilibrium model
and is beyond the scope of this work. Therefore, our simulation
starts just after breakdown of the air between the electrodes using
the conditions at the end of breakdown as initial conditions. High-
temperatures, high pressures, and ambient density are specified for
the current-carrying plasma channel at the initial time [1,3,17].
The initial plasma radius is taken as 0.1 mm and the plasma tem-
perature is set to 10,000 K; these values are in the range given by
Akram [17]. It is worth noting that simulation results are rela-
tively insensitive to changes in the initial radius between 0.05 and
0.15 mm and in the initial temperature between 7500 and
15,000 K. The corresponding pressure is calculated using the ther-
mal equation of state.

Electrodes are treated as walls with slip conditions. The sym-
metry axis is r=0, and outflow boundary conditions are used for
the other boundaries of the computational domain. Since the elec-
trode bodies are not part of the computational domain, and gov-
erning equations are solved only for the gas part, surface tempera-
tures have to be assigned to calculate the heat transfer between the
gas and the solid boundaries. As mentioned in the modeling sec-
tion, isothermal surfaces are given the temperature of 300 K. It is
assumed that the temperature rise of the electrodes is negligible
compared to the existing temperature differences between the
plasma and electrodes surfaces during the early stages of the dis-
charge [1].

Results and Discussion

We used the experimentally measured current profile of Borgh-
ese et al. as an input to our model [20]. In their study, a very fast
spark discharge was used to experimentally investigate the devel-
opment of the high temperature kernel in atmospheric pressure
nitrogen. The same current profile was used in the computational
study by Akram [17]. Using this current profile allows us to com-
pare our predictions against both experimental and numerical re-
sults.

Effect of Thermodynamic Models. The current profile and
calculated energies for different thermodynamic models (TDM)
are given in Fig. 3. Energy deposited to the gas during the dis-
charge is calculated from Eq. (12). Prediction of energy deposition
by the three TDMs are in good agreement with the experimental
energy deposition value of 14 mJ reported by Borghese et al. [20]
and with the predicted energy deposition value of 12 mJ reported
by Akram [17]. In Fig. 4, the blast wave radius predictions of our
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Fig. 3 Current and cumulative energy deposition as a function
of time

simulation are compared to experimental results [20] for the first
15 us of the flow. The agreement with the experimental data and
among the different thermodynamic models’ predictions is quite
satisfactory. The largest deviation from the experimental data is
for TDM-3 which can be a result of the relatively higher energy
deposition observed for this case as presented in Fig. 3.

The scaled mass density profiles (normalized by the density at
atmospheric pressure and temperature) in the z=0 plane at 5 and
10 ws are given in Figs. 5(a) and 5(b), respectively. It is observed
that they match well with computational [17] and experimental
[20] results presented in the references. As can be seen in Fig. 5,
TDM-2 and TDM-3 predictions are almost identical while TDM-1
predicts a slightly stronger shock with a slightly smaller radius.
Temperature distributions as a function of radius for different
models in the equilateral (z=0) plane at 10 us are given in Fig. 6.
Relatively higher temperatures are predicted with TDM-3 com-
pared to TDM-2 and TDM-1. The differences between the pre-
dicted temperatures can be explained by differences in the average
specific heat capacity associated with each thermodynamic model.
Note that the time shown in Fig. 6 (10 us) is a “long” time after
the energy deposition time (90 ns) has ended. The temperature
profiles are in the cooling stages of the discharge process. When
we examine the temperature profiles during the energy deposition
(early) times, we find that TDM-3 has the lowest temperatures
consistent with the fact that it has relatively higher mean specific
heat capacity. During the cooling process, the rate of decrease of
the temperature for TDM-3 is slower than for the other models
because of its higher “thermal capacitance.” A simple model for
energy deposition was formulated to test these claims and the
model showed similar trends as the computational results. In the
simple model we assumed energy deposition with constant heat
capacity. We find that the predicted temperatures at “long” times

(k)
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03 4 +
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i . T
o 6
r () r({mm]

Fig. 5 Scaled mass density profiles in the z=0 plane at 5 us
(a), and at 10 us (b); “+” experiment [20]

are higher for the higher specific heat capacity model although at
shorter times (i.e., during energy deposition) the higher heat ca-
pacity model shows lower temperatures.

There are significant differences in run times for the three dif-
ferent thermodynamic models, as can be seen in Table 2. Table 2
shows the computational costs for the base case simulation run to
a time of 40 us. The simulations were performed on workstations
with 1.8 GHz Pentium Xeon processors and 1 GB of RAM that
were running SuSE Linux. The increased computational costs of
the TDM-2 and TDM-3 models relative to TDM-1 are because of
the need to iteratively find temperature from the integrated total
energy at each time step. In addition, TDM-2 has increased com-
putational costs relative to TDM-3 because of the cost of comput-
ing the exponential functions in the model.

Multidimensional Flow and Heat Loss Effects. To gain better
insight into the physics, we present two more cases in Fig. 6 using
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Fig. 4 Shock wave radius as a function of time
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TDM-1. The first one is a one-dimensional (I1D) model which
physically has no electrode or gap effects; the second one is an
axisymmetric model with adiabatic electrodes. The influence of
heat losses to the electrodes can be seen by comparing TDM-1
and TDM-1 with no electrode losses. The comparison of the 1D
versus adiabatic electrode case shows the influence of flow effects
on the temperature distribution. We see that electrode losses de-
crease the temperature (approximately 20%) in the high tempera-
ture zones. We see that the more accurate flow/dimensionality
model predicts lower temperatures within the spark gap, but does
not change the high temperature (>2000 K) kernel radius for the
equilateral plane at 10 us. The temperature distributions at 20 us
in Fig. 7 give additional information about flow effects; a “dip”
occurs in the temperature profile for the two-dimensional simula-
tions on the symmetry axis. We will show in later figures that this
cooling dip is a result of cooler external fluid flowing into the
symmetry axis. These two-dimensional effects cannot be pre-
dicted using the one dimensional model. Two-dimensional con-
tour plots give us more insight into the mixing effects generated as
a result of the two-dimensional flow in the computational domain.

The temperature and pressure contours are shown in Figs. 8 and
9, respectively, at 2.0 us. TDM-1 results are presented unless oth-
erwise specified. It is seen that the blast wave grows much faster
than the plasma kernel. The pressure in the blast wave is a maxi-
mum in the z=0 plane and decreases toward the electrodes. The
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shape of the plasma kernel is a result of the interaction of the
kernel with the colder and higher density gas at the exit of the gap.
This colder gas prevents further growth of the kernel in the radial
direction. These results are similar to those of Akram [17] and
Thiele et al. [18,19].

Pressure and temperature contours at 5 us in the computational
domain are provided in Figs. 10 and 11. The blast wave is still
growing although its strength is weakening, as can be seen from
the pressure values. It is also important to note that pressure val-
ues within the gap are lower than atmospheric pressure as a result
of the sudden and strong expansion. This low-pressure region in-
duces a strong backflow of the cold gas toward the spark gap. The
growth of the plasma kernel is almost stopped at this point, and
the maximum temperatures within the gap start to decrease rap-
idly because of the conductive and convective processes.

The velocity vector field in the computational domain at 5.0 us
is given in Fig. 12. It is seen that vortices start to form near the
corners of the electrodes. We believe that the vortices observed in
these simulations are mainly produced by the slipstream as dis-
cussed in Sun and Takayama [30]. A velocity jump through the
slipstream causes a roll up of the slipstream and forms a large
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Fig. 10 Pressure distribution at 5.0 us
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portion of the main vortex. Sun and Takayama note that
baroclinic/compressibility effects also contribute to the main vor-
tex formation but are much less important when compared to vor-
tex formation by the slipstream for problems with sharp corners
and large wall angles. Also, fresh gas flows inward along the z
=0 plane as well as towards the gap near the corners. Effects of
this cold gas movement toward the spark gap and in the recircu-
lation corners on the electrodes will be clearly observed in the
temperature contours at later times. The velocity vector field and
temperature contour plots are given in Figs. 13 and 14, respec-
tively. It is seen that the plasma kernel cannot grow in a spherical
shape because of the strong cold gas inflow near the corners of the
electrodes. Two distinct vortex pairs can be seen in Fig. 13, one of
which is within the spark gap near the corner, and the other is
outside the gap close to the z=0 plane; very similar observations
can be found in the results presented by Akram [17].

At later times, the cold gas flow near the electrodes pinches-off
high temperature lobes outside of the spark gap. The cold gas flow
into the spark gap mixes with the initial high temperature gases in
the gap and is the basis for the differences in temperature profiles
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presented in Fig. 7 between the 1D and axisymmetric models.
Figure 15 shows the formation of high temperature pockets in the
computational domain. It appears that the flow field causes this
formation for all of the different thermodynamic models used in
this study. From the chemical kinetics point of view, a relevant
temperature contour range is assumed to be from 1000 to 2200 K.
All three results are in good qualitative agreement, although con-
tours for TDM-2 and TDM-3 are closer to each other than the
ones of TDM-1. The neck of the high temperature pocket for
TDM-1 is thinner than for the other two models, and it has no-
ticeably higher temperatures within the spark gap.

Energy losses by radiation and conduction to the electrodes are
shown as functions of time in Fig. 16 for different thermodynamic
models. Most of the radiation loss happens in the first 2 us for all
three cases since the temperatures are relatively higher in the com-
putational domain. Radiation loss for TDM-1 is significantly
larger than the radiation losses for TDM-2 and TDM-3 which are
closer to each other. This high radiation loss for TDM-1, which is
a result of relatively high temperatures observed, can be attributed
to the lower thermal capacitance associated with that thermody-
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Fig. 15 Temperature contours for the assumed ignition range at 15.0 us, for TDM-1,

TDM-2, and TDM-3

namic model compared to the others. For all the models, the con-
ductive losses are about one order of magnitude larger than the
radiative losses. Considering the total energy deposited for all
three cases (~14 mJ), approximately one-third of this energy is
lost to the electrodes showing the importance of conduction
losses. It is interesting to see that the conduction loss for TDM-3
is approximately 20% larger than the other two TDMs. Detailed
analysis of the results shows that the differences in conduction
losses are mainly due to the radial-component of the conduction
on the sidewalls, although this component is only one quarter of
the total loss from conduction. Vortex formation near the corner of
the electrodes enhances diffusional mixing of the hot gas leaving
the spark gap with the cold exterior gas. Similar flow patterns are
observed for all three cases while the effects on the mixed tem-
peratures are different. The differences in the final mixed tempera-
ture are associated with the effective heat capacity of the particu-
lar gas. Since each thermodynamic model has a different thermal
capacitance, it is not surprising that there are different mixed tem-
peratures. As it was discussed earlier, the larger effective heat
capacity of TDM-3 results in higher gas temperatures associated
with it after vortex mixing. Rate of decrease of the temperature is

conduction losses (mu)

0 t t t t
] 4 a 12 16 20
time (psec)

slower for the TDM-3 than for the other models because of its
relatively higher thermal capacitance. The vortex formation and
resulting complex flow pattern also contribute to the energy trans-
fer between the hot gas and the radial electrode surface. There-
fore, TDM-3 shows relatively higher temperatures in the vicinity
of the electrodes by sustaining its high temperatures compared to
the other models, which manifests itself as higher conduction
losses in the radial direction.

Pressure Effects. In this section, simulation results are pre-
sented to investigate the effects of ambient pressure on the flow
physics and the global spark discharge process. We use the same
current profile as was previously used in earlier sections of this
paper. In general, the current profile will be different for any given
circuit driving current through a spark plug at different pressures.
However, our assumption can be realized by assuming that circuit
parameters are changed to provide more energy at higher pres-
sures to match the current profiles. Presented results show trends
and help us gain more insight into the spark discharge physics.
There are two important points that must be mentioned before
presenting the simulation results. The first one is that we used the
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Fig. 16 Conduction to the electrodes and radiated energy as a function of time
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Fig. 17 Energy deposition as a function of time at different
pressures
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Fig. 18 Total deposited energy as a function of pressure

same transport properties that we used for the base cases (1 atmo-
sphere ambient pressure). As we previously mentioned, these
properties were developed for one atmosphere conditions. As a
result there are increased errors in transport properties associated
with higher than atmospheric pressure simulations. Also as has
been discussed in earlier sections, although it is much smaller
when compared to the temperature effects; pressure changes will
cause changes in equilibrium compositions which will influence
transport properties of the mixture. The second point is that we
used the effective y thermodynamic model (TDM-1) for these
simulations. This is a reasonable approach because we found that
the average specific heat ratio variation with pressure is less than
the variation between two different thermodynamic models (cf.
Fig. 1). The integrated average specific heat ratio in the tempera-
ture range of 300 to 30,000 K is 1.113 for TDM-3 and 1.165 for
TDM-2 at 1 atm; itis 1.167, 1.167, and 1.163 at 2, 4, and 8 atm,
respectively, for TDM-2.

The calculated energy deposition is presented in Fig. 17 as a
function of time at different pressures. It is seen that energy input
to the gas increases with increasing ambient pressure. In Fig. 18,
the total energy deposition as a function of ambient pressure is
presented in a log-log plot. The power law governing deposited
energy with pressure is 1.4. Blast wave and plasma kernel radii
are given as a function of time in Fig. 19. We define the plasma
kernel as the region where the temperature is above 2000 K. The
percentage decrease of the blast wave radius with increasing pres-
sure, relative to 1 atm is shown in Fig. 20. Similarly, the percent-
age decrease of the plasma kernel radius with increasing, pressure
relative to 1 atm. is shown in Fig. 21. It is interesting to note that
a pressure increase of a factor 8 results in blast wave and kernel
radii decreases of no more than 30% at any given time. In general,
the pressure effect on the blast wave radius is relative small com-
pared to the pressure effect on the plasma kernel radius.
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Fig. 19 Blast wave and plasma kernel radii as a function of time
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Conclusions

As previously noted, operating requirements in spark-ignited,
internal-combustion engines will require more sophisticated igni-
tion systems. Simulation will be an integral part of the design of
advanced spark ignitors. This study presents a theoretical model to
simulate spark discharge in air. We hope that the findings of the
research will aid other spark researchers in their choices of sub-
models, and also in their understanding of the flow coupling pro-
cesses to transport and mixing in the near spark gap area.

We investigated the influences of different thermodynamic
models available in literature on the simulation results and on the
computational cost. Predicted total discharge energies by the three
thermodynamic models are very similar to each other and also
compared very well to the experimentally measured energy of
Borghese [20]. The three thermodynamic models also do quite
well in predicting the blast wave radius and the scaled mass den-
sity. For very similar results, computational costs are very differ-
ent for the three thermodynamic models.

We compared one-dimensional and two-dimensional (axisym-
metric) models to understand flow physics better. It is found that
the one-dimensional model predicts the evolution of high tem-
perature regions reasonably well until the recirculating flows, ob-
served in two-dimensional model, begin. These recirculating flows
begin at approximately 10 us and are associated with the rela-
tively lower pressures found in the spark gap after the initial ex-
pansion has occurred. Centerline temperatures are higher for the
one-dimensional simulations compared to the two-dimensional
simulations due to the influx of cold gas into the spark gap that
mix with centerline fluid for the two-dimensional simulation case.
We also found that conduction losses to the electrodes which can-
not be predicted by one-dimensional models are much larger than
the radiation losses.

For all three thermodynamic models, the conductive losses are
about one order of magnitude larger than the radiative losses.
Most of the radiation loss happens in the first 2 us for all three
thermodynamic models. Considering the total energy deposited
for all three cases (~14 mlJ), approximately one-third of this en-
ergy is lost to the electrodes showing the importance of conduc-
tion losses. It is interesting to see that the conduction loss for
TDM-3 is approximately 20% larger than for the other two TDMs.

Finally, we investigated the effects of initial operating pressure
on the results. We found that both the blast wave and plasma
kernel radii decrease with increasing pressure while the decrease
in plasma kernel radius relative to the 1 atm values is slightly
greater than that the decrease in the blast wave radius. On the
other hand, it is found that the deposited energy is a weakly in-
creasing function of the pressure.

Nomenclature
A; = levels of dissociation and ionization
B = magnetic induction field
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constants that depend on the statistical weights

of the particles

= total energy per unit volume

electric field

= volume specific energy

; specific energies of the dissociation or
ionization

= total electrical current

= current density (per unit area)

pressure

= source term for conduction heat transfer

source term for electrical energy deposition

q..q = source term for radiation heat transfer

R = gas constant

r = radial coordinate

T = temperature

t = time

u, = velocity of a charged particle
V = velocity field components
z = axial coordinate

y = specific heat ratio

& = mass specific energy
0, = vibrational temperature
p = density

o = electrical conductivity
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Introduction

When gas flow is injected into liquid boundary layers, signifi-
cant drag reduction can be achieved. Beyond a certain critical
injection flow rate the entire surface becomes enveloped in a layer
of gas, but for injection rates well below this regime, the boundary
layer flow is characterized as laden with a size spectrum of mi-
crobubbles with local gas volume fractions that can exceed 0.5.
The physics associated with these microbubble laden boundary
layer flows, and attendant drag reduction, have been studied for
decades (McCormick and Bhattacharyya [1], Bogdevich and Ev-
seev [2], Legner [3], Marie [4], Merkle and Deutsch [5], Kato et
al. [6], Meng and Uhlman [7], for example), but remain only
partially understood, and remain a source of ongoing experimental
and analytical/computational modeling.

The drag reduction that can be achieved is known to be depen-
dent on gas injection flow rates, gas type, Reynolds number,
Froude number, streamwise pressure gradient, surface roughness,
bubble size, details of the injection scheme, and the presence of
surfactants, each of which have been studied experimentally in the
literature. The inherent difficulties in obtaining measurements on
complex configurations at high Reynolds numbers across such a
wide range of parameters, motivates the development of a model-
ing capability that accommodates microbubble drag reduction
(MBDR) physics.

Direct numerical simulation of bubbly flows can provide insight
into the physics of bubbly boundary layer flows, and help guide
closure for multiphase Reynolds averaged (or otherwise averaged)
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ies for MBDR flows across a spectrum of Reynolds numbers. Direct numerical simula-
tions and two sets of experimental flat plate boundary layer measurements are studied. In
this paper, the interfacial dynamics and other models used are first presented, followed by
detailed comparisons with the validation cases. Emphasis is placed on the modeling
strategies required to capture measured volume fraction, bubble size, and bubble velocity
distributions, as well as skin friction drag reduction. [DOI: 10.1115/1.2375124]

Navier-Stokes methods. However, direct numerical simulation of
high concentration bubbly boundary layers over practical geom-
etries will not be computationally feasible for decades due to the
very high Reynolds numbers (>10° for surface ships), high
bubble volume fractions (>0.5), and inherent three dimensional-
ity and complexity of realistic injector and hull form geometries.
On the other hand, two-fluid computational fluid dynamics (CFD)
models that invoke averaging and attendant closure of the instan-
taneous physics are attractive for MBDR flows because: (1) simu-
lations can be performed for realistic configurations within pro-
cessor hours-to-weeks on modern parallel computers; (2) first
order physical mechanisms known to be important in MBDR
(bubble dynamics, mixture density, buoyancy, and turbulence ef-
fects) can be incorporated; and (3) all of the physical mechanisms
currently conjectured to be important in MBDR (and discussed
below) can be modeled within a two-fluid prescription. Accord-
ingly, two-fluid CFD is the level of modeling employed in the
present work.

Though much controversy still exists (including among the co-
authors of this paper) regarding the physical mechanisms of
MBDR, several mechanisms have been put forward as playing a
role in the observed drag reduction including: (1) transport effects
associated with mixture density, and thereby Reynolds stress, be-
ing diminished in the turbulent boundary layer (TBL) (e.g., Leg-
ner [3]); (2) turbulence energy extraction associated with breakup
(Meng and Uhlman [7]); (3) diminished turbulence production
associated with dilatation caused by local gradients of bubble con-
centration in the vicinity of the quasistreamwise vortical structures
(Ferrante and Elghobasi [8,9]); and (4) bubble deformation and
associated disruption of production related vortical structures
(Tryggvason and Lu [10]). Each of these mechanisms are plausi-
bly significant at the very high Reynolds numbers and gas volume
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fractions of interest in maritime application of MBDR, but the
difficulties associated with experimental measurements and direct
numerical simulations (DNS) simulations at high Reynolds num-
bers and gas volume fractions, make it difficult to assess the rela-
tive importance of these potential contributors.

The authors have been evolving the CFD code used in this
paper for MBDR applications for several years (Kunz et al. [11]).
This experience has led us to the belief that bubble transport,
interfacial dynamics, and mass transfer (coalescence and
breakup), and the resulting distribution of lower mixture density
near the wall, remains a major contributor to MBDR. This belief
is based on our observations, included herein, that modeling the
bubble kinematics and dynamics such that local bubble gas frac-
tion, bubble velocities, and bubble sizes are well predicted across
and along a TBL, leads to good predictions of drag reduction.
Whether simply “getting the mixture density right” represents the
most important element of MBDR at high Reynolds numbers re-
mains unknown. Therefore, the ability of a CFD model to predict
local bubble transport physics, with good accuracy, is necessary,
but perhaps not sufficient, for predicting MBDR accurately at na-
val application scales.

The bubble dynamics and mass transfer (coalescence and
breakup) physics present in MBDR flows are challenging to
model. The very high gas fractions that arise violate the disperse-
flow assumptions that are invoked in most open literature interfa-
cial dynamics models for bubbly flows. High local gas fraction
also contributes to the paucity of experimental validation data that
is available for these flows, especially distributions of flow param-
eters normal to the wall, so validation of models that are proposed
is difficult.

Nevertheless models must accommodate: (1) the interface dy-
namics of drag, virtual mass, lift, and dispersion, leading to
bubble distributions that are characterized by gas volume fraction
profiles that are peaked at wall distances less than 0.38; (2)
breakup and coalescence physics, competing to establish an
evolving bubble size distribution, where most bubbles lie in the
100-500 wm range; and (3) injected gas, subject to very high
liquid shear that leads to rapid breakup of the jet of gas emanating
from the injector, which at high gas injection rates form sheet-like
or tendril-like structures, extending well into, and significantly
perturbing the boundary layer.

The need to develop models for the high gas fraction, high
Reynolds number flow regimes observed in MBDR requires vali-
dation data across a wide range of Reynolds numbers. At low
Reynolds numbers, DNS can be performed to obtain very detailed
local validation data, new or improved understanding of the un-
derlying physical mechanisms at play, and model guidance for
ensemble or otherwise averaged macroscale CFD models. Re-
search of this type has been carried out by the third and fourth
authors of this paper under the same U.S. Defense Advanced Re-
search Projects Agency (DARPA) program that sponsored the en-
gineering code development pursued by the first and second au-
thors. Some of this DNS work is used in the validation studies
summarized in this paper, and manuscripts dedicated to this topic
appear in Dong et al. [12], Tryggvason and Lu [10].

As part of this coordinated DARPA sponsored MBDR program,
a very high Reynolds flat plate measurement program has been
carried out by the seventh author of this paper and his colleagues
(Sanders et al. [13]). This program has provided near prototypical
Reynolds number validation data that is employed in validation
studies summarized below. Lastly, a moderate Reynolds number
flat plate MDBR experimental program has been carried out under
the same sponsorship to provide wall normal distributions of gas
fraction and bubble velocity for the third class of validation stud-
ies summarized below. This work, carried out by the fifth and
sixth authors of this paper and their colleagues is described in
Fontaine et al. [14].

As stated above, the results of three classes of applications are
presented across a wide range of Reynolds numbers. First, a tem-
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porally evolving channel flow with microbubble injection is simu-
lated at Reynolds numbers ranging from 200<Re* (=u"h/v)
=800. These Eulerian two-fluid simulations are compared to di-
rect simulations based on the force coupling method (FCM) de-
veloped by the third author of this paper.

Recently obtained flat plate measurements, taken in the 12 in.
water tunnel at the Pennsylvania State University Applied Re-
search Laboratory, represent the second class of MBDR flows
used for validation. These measurements include bubble volume
fraction profiles, bubble velocity profiles, shear stress measure-
ments, and photographically obtained/processed bubble size and
deformation distributions for three gas injection flow rates at Rey-
nolds numbers from 3.1 X 10°<Re,<9.4 X 10°.

The final set of validation studies focus on a very high Rey-
nolds number flat plate (HIPLATE) measurements performed in
the large cavitation channel (LCC) operated by the U.S. Navy in
Memphis, TN. These measurements include bubble velocities,
bubble size distributions, and shear stress measurements for a
range of gas injection flow rates at Reynolds numbers up to Re,
=2.1x 108

The authors’ preliminary work in this area (Kunz et al. [11])
employed almost exclusively “standard” (i.e., open literature)
models for interfacial dynamics, and did not model coalescence
and breakup at all. The availability of the present DNS data, and
two sets of flat plate data for evolution of the modeling was criti-
cal in the validation process. Indeed, each of these data sets elu-
cidated major errors in the local conditions predictions returned
by the code, that gave rise to further modeling efforts. The result-
ing evolution of the model set that arose from these efforts is
summarized in detail below and is principally related to: turbu-
lence dispersion; large gas-volume fraction; and large relative ve-
locity impact on drag, virtual mass, and near wall models; and
mass transfer.

The paper is organized as follows: First the governing differen-
tial system, closure models, and numerics are presented. Each of
the three validation studies are then presented. A summary discus-
sion is provided that characterizes the authors’ view of the status
and remaining challenges of this work.

Theoretical Formulation

Governing Equations. The single-pressure ensemble averaged
continuity and momentum equations are cast in conservation law
form as

J
;(akpku;f) — E (Flk _ rk[)
] k#l

d ap 9 o ol
— (e puful) = - Ly —|:akuf<—' + 4)] +prafg, + MY
ox; ’ ox;  Ox; ox;  ox;
+ E (DM — ] + Tul - THY (1)

k#1

where each field’s density p, is here taken as constant. Super-
scripts k and [ designate donor and receptor fields for mass trans-
fer (I'), and drag (D*) and nondrag (MY interfacial forces.

Physical Models. The authors apply the generalized n-field for-
mulation in Eq. (1) to MBDR flows in two ways. The more fun-
damental approach involves solving a single continuous liquid
field and a number of bubble fields, “binned” by size. In this
approach each bubble field exchanges momentum with the con-
tinuous field through drag and nondrag interfacial forces which
depend in magnitude on the local interfacial area density of that
field A;,=6a2®/D, (for spherical bubbles). This approach was
used in our earlier work (Kunz et al. [11]), where up to 11 bubble

JANUARY 2007, Vol. 129 / 67

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



fields were solved.

Interfacial Area Density Transport. An alternative is to solve a
single gas field continuity and momentum equation, and employ
an interfacial area density transport (IADT) equation to determine
a local mean characteristic diameter for the bubbles. This ap-
proach significantly reduces the model’s CPU requirements com-
pared to solving an (N+1)-field system (N bubble fields). The
numerical complexity associated with interfield transfer terms is
also reduced considerably.

Since coalescence and breakup can be fully accommodated in
the context of TADT (details presented below), the physical ap-
propriateness of employing IADT rests on whether the bubble
dynamics can be sufficiently captured using a single local mean
gas-liquid interfacial area, with an assumed/modeled distribution
of bubble size about that mean. This is demonstrated to be the
case for MBDR flow below.

Following Hibiki et al. [15], the IADT equation with source
terms for breakup and coalescence can be written

0A; -
LY (A V) = By + b @

where @5 and P are source terms for breakup and coalescence,
respectively. The source terms are rates of change of interfacial
area concentration

1 (agas>2 _ l(agas>2
by,=— ;o bo=— 3
B=3 W\AL PB c=3 o\ A ¢c (3)

where ¢p and ¢ are the rates of change of bubble number den-
sity (1/(m3s)) due to breakup and coalescence, respectively. The
factor ¢ depends on the bubble shape, here taken as spherical, so
=1/(367). The particular models used for breakup and coales-
cence for MBDR are presented below.

Figure 1 illustrates that the dynamics of MBDR can be suffi-
ciently captured using a single local mean gas-liquid interfacial
area, with an assumed/modeled distribution of bubble size about
that mean. Three HIPLATE MBDR cases are considered, corre-
sponding to three gas injection rates. First, each case was run with
three bubble fields using an approximation to the experimentally
measured bubble size distribution. Then each case was run using a
single gas field and interfacial area density as described above.
For these comparisons no coalescence or breakup was incorpo-
rated so as to isolate the effect of the different interfacial dynam-
ics modeling approaches. Details of the HIPLATE simulations are
provided below, but Fig. 1 serves to illustrate that incorporating
interfacial area density has only a small impact on accuracy of DR
and bubble velocity predictions for MBDR.

Bubble Dynamics. A corrected Stokes drag law is employed

g 1 60t
D”=§p"*CD\Mf—Mf|Aim, Am="p (4a)
24
Cp=—fp(Rep) (4b)
ReB
where the local bubble Reynolds number is Rep

= p“q|‘7re'|Db/ M. For water without impurities, the drag-law cor-
rection (Loth [16], for example) is

fp=1+(3/6)Rey for Rey < 0.1

fo=1+0.0565Re}™>  for 0.1 < Rey < 500 (4c)

For contaminated (tap) water, the drag-law correction for solid
spheres (Loth et al. [16], for example) is used.

fp=1+(3/16)Re; for Rey < 1

fp=1+0.1935Rel;*” for 1 <Re, <285
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Fig. 1 Comparison of two-field and four-field simulations for
U.=18 m/s HIPLATE cases. (top) Drag reduction vs. x. (bot-
tom) Normalized bubble velocity vs. normalized flow rate.

fp=1+0.015Rez+0.2283 Re2**  for 285 < Rey < 2000

(4d)

In addition to water purity, locally high gas volume fraction and
bubble deformation can influence the drag, so corrections to the
spherical bubble, disperse flow model in Eq. 4 may be appropri-
ate. For uniformly disperse flows, an increased drag coefficient is
appropriate (Richardson-Zaki [17], for example), and for flows
where gas structures are streamlined (bubble columns, sheets) a
reduced drag coefficient is appropriate. The authors believe that
this latter effect is important in the near injector region of MBDR
flows, where application of the standard disperse flow model gives
rise to too much local drag, thereby inhibiting the penetration of
the injected gas into the boundary layer. This observation became
clear in the course of the HIPLATE validation studies, where a
significant defect in measured bubble velocity could not be ob-
tained unless a “cluster” drag model was incorporated. Specifi-
cally, we have adapted a model proposed by Johansen and Boysan
[18] to an Eulerian framework:

Cp=Cpo(l .= 1.54[MIN(.5157,a%*)]*3) (3)

where Cpy is the original drag coefficient in Eq. (4b), o is the
total gas volume fraction and the MIN function is provided to
ensure that the corrected drag coefficient does not drop to below
1% of the uncorrected value. The importance of incorporating
such a cluster drag form is demonstrated below.

Virtual mass is modeled following Lahey and Drew [19]

Dt Dt

By incorporating virtual mass, bubble response times are in-
creased (by several orders of magnitude in the D,
=100-500 wm range of relevance to MBDR), so the rapid accel-

L . DVEs  pyia
Ml‘l/(}v—lgdsz Cygaspllchw|: _ :| (6)
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eration of injected bubbles toward the freestream velocity is
slowed. This in turn reduces the relative velocity at the first
HIPLATE measurement station providing significantly improved
comparison with the measurements as illustrated below.

Bubble lift is significant in MBDR flows. Near the injector,
large relative velocities and liquid shear is present. Also, the au-
thors believe that lift is a major contributor to loss of MBDR
persistence. Specifically, the relative velocity gives rise to a lift
force away from the wall, which at the scales of interest, gradually
starves the near wall boundary layer of bubbles resulting in recov-
ery of the boundary layer toward single phase skin friction values.
The model employed in the present work also follow Lahey and
Drew [19]

Mﬁ?ﬁgras — agaspliqCL‘;rel XV X ‘-}qu (7)

Tllustration of the topological and DR effects of lift are provided
below.

An empirical turbulent near-wall bubble lift force has been
implemented based on the formulation of Kawamura and Yoshiba
[20]. This force can be thought of as a repulsive force due to wall
collisions. The form of the wall-lift force used is

Fyp. = Cyi(D/6) p"\(KIDp) F yymmp

Fdamp = 05[1 - tanh(ywa“/DB - 15)] (8)

where Fy,mp decays the force to zero away from the wall and the
model constant used here Cyy=0.012/V1+St, is significantly
smaller than that proposed by Kawamura and Yoshiba. The Stokes
number is defined as StkzDépnqs/USk,um).

Two models for dispersion based on homogeneous turbulence
have been implemented. Lopez de Bertodano [21] presented a
dispersion model assuming homogeneous, isotropic turbulence.
This model form, with a Stokes number correction from Moraga
et al. [22] is

o gas
M = = Pkl Yt (9a)

=i St (1+St,) o
with the Stokes number defined as St,=7,/7,.. The bubble re-
sponse time 7, and the turbulent time scale of the continuous
phase 7. (based on the characteristic length of turbulent eddies
and the relative velocity of the bubble) are given by

=t ook
3 CDlvrel| &
The homogeneous turbulent dispersion model due to Carrica et
al. [23] is

(9b)

liq gas
_pallcg 3oy VOO
TD as

Ser 4Dy "

where the turbulent Schmidt number Scr=1.

At the high gas volume fractions that occur in MBDR applica-
tions, dispersion is enhanced by collisions among bubbles. A new
dispersion model is presented here, based on the collision fre-
quency from the Prince-Blanch [24] coalescence model. This dis-
persion mechanism is used in addition to one of the homogeneous
turbulence dispersion models discussed above. A summary of the
new model is given here.

The collision-induced dispersion model is implemented in the
framework of the Carrica et al. [23] gradient-diffusion force
model. The general expression for the dispersive force per unit
volume may be written as

MiEe = (10)

liq gas
VT con Ve

TD
&

“lig-gas  _
MTD—coll - pS
CT

(11)

We assume the dispersion model coefficient is an unknown func-
tion of the “dispersive collision rate,” which excludes bubbles that
coalesce. To properly formulate the coefficient relationship, the
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collision rate must be normalized. For that purpose we choose a
turbulent bubble characteristic time defined as

Toe = K2(Vee) (12)

where k is the turbulent kinetic energy. Note that this bubble re-
sponse time is different than that normally used to define the
Stokes number above.

It is assumed that the bubbles that do not coalesce rebound and
thus contribute to the turbulent dispersion process. Thus a normal-

ized dispersive collision rate ' for two bubbles with an equiva-
lent volume v, is written as

6™ = Q(T:Veq(l = Nett) ToC

Veq=2(mD3/6) (13)

where 02 and A are the turbulent collision rate and collision
coalescence efficiency defined in Eq. (15).

At present, the turbulent collision-dispersion coefficient CSb is
chosen to be proportional to the square root of the dispersive
collision rate (normalized by a representative time scale 75c)

Acoll
C%l _ XTD [@Tb]l/z (14)
TBC

Note that the square-root form in Eq. (14) is consistent in func-
tional form with the collision pressure concept (Batchelor [25]).

In the present work, the force constants in the interfacial dy-
namics models, Egs. (2)-(14), are taken as

C,=0.03, Cyy=05, C5,=10, Cky=05 =200

Breakup and Coalescence. For coalescence we use the Prince
and Blanch [24] rate kernel and for breakup we use the Martinez-
Bazan et al. [26] rate kernel. Assuming that the mass transfer rates
may be evaluated using the mean bubble diameter Dy the bubble

collision rate is written

T
$c= 6{‘)\eff’ ol.=n% ( 5)81/3D;/3

Negr = eXp(= 15/7p) (15)

where np is the bubble number density, € is the turbulence energy
dissipation rate, N is the collision efficiency (i.e., the probability
that a collision results in coalescence), 7 is the time required for
two bubbles of diameter Dy to coalesce, and 75 is the contact time
for the two bubbles. In the interfacial area density formulation, the
bubble number density is given by: ng=A;,/(7D3).

The time required for two bubbles to coalesce is given by

((OSDB)zphq) 172 (ho)
ty= | — ) (e
160 hy

where & is an initial film thickness between two bubbles as they
just come into contact, and Ay is a final critical film thickness
where rupture occurs and the bubbles coalesce. For air-water sys-
tems, the film thickness values quoted by Prince and Blanch (from
other sources) are =10"* m and hp= 10~% m. Finally, an estimate
of the contact time for bubbles in turbulent flow was made by
Levich [27] from dimensional analysis. A modification due to the
relative velocity between the bubbles is noted by Carrica et al.
[23] resulting in the following expression:

=t (17)

Vi +2(0.5Dge) "

where D, is a characteristic length related to the bubble sizes and

(16)

\qu is the mean relative velocity between the colliding bubbles.
The characteristic length Dy, in Eq. (17) may be taken as an
adjustable parameter in this model. In the absence of better infor-
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mation, D, will be taken as D.,=Dp, following Chesters and
Hofman [28].

The breakup frequency of Martinez-Bazan et al. [26] is given
by

K, |
Op= 1\ Bu(eDp)*" = 1201(pDy) (18)
B
where the model constants are ),=8.2 and K,=0.25. The maxi-
mum stable bubble size that can exist without breaking is given by

120 3/5
e 22)
Bup

An approximate formulation including bubble breakup and coa-
lescence within the interfacial area framework was proposed by
Lehr and Mewes [29]. Lehr and Mewes solved the population
balance equation “to describe the evolution of bubble sizes in
two-phase flow.” To reduce the numerical complexity due to a
large number of equations and strong coupling, they formulated
an equation for average bubble volume (equivalent to the interfa-
cial area transport equation) using an approximate analytical ap-
proach. A summary of the Lehr-Mewes approach follows. Source
terms in the population balance equation involve breakup and coa-
lescence kernel functions that are a function of the bubble volume
v. By assuming that an arithmetically averaged bubble volume (D)
may be used in the kernel functions, a simplified solution for the
bubble number-density distribution function f(v), result

(19)

flv) =% exp(— 3_) (20)
U v
n3=f fw)dy' == @1)
0 v

Lehr and Mewes obtained a transport equation for average
bubble volume with simplified source terms due to breakup and
coalescence (equivalent to the source terms @ and ® and in Eq.
(2)). The bubble number-density pan distribution function (PDF)
implies a bubble size distribution consistent with the above noted
assumptions. We use this PDF to evaluate bubble number densi-
ties for discrete “bins.” The bins are defined as follows:

X4 Xz X3 i& X5

: 1 [ 1 1
¥ 1 LI | -
Vi Va Vs Va Vs Vg

Here x; is the representative bubble bin volume (e.g., average or
midpoint volume) of bin “/” and v;_; and v; are the lower and
respectively. The number density

upper bin volumes of bin “i,”
PDF of bubbles in bin “i” is then

NB(i) — %{(E—UH/E _ e—v,-/ﬁ) (22)

This result approaches the number density PDF for a suffi-
ciently large number of bins and a sufficiently large maximum bin
volume. Also the first bin is assumed to contain all bubbles from
zero bin volume to the uppermost volume of this bin (i.e., v;=0).
Further to prevent errors due to an insufficiently “large” maximum
volume, the distribution must normalized such that 2 yinsVp(;)
=1.

Turbulence model. The authors’ work in the MBDR area has
involved applying low and high Reynolds numbers from two-
equation turbulence models (Kunz et al. [11]) and a low Reynolds
number four-equation v2f model (Durbin [30]). Our experience
has been that, for MBDR flows, the particular choice of turbu-
lence model is of secondary importance compared to bubble dy-
namics and mass transfer models in returning accurate gas frac-
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tion distributions (which as discussed above is, at the least, a
necessary condition for accurate prediction of MDBR). For all of
the results presented in this paper a high Reynolds number k-&
model is applied for the liquid field

J J ok
;(apujk) = —[a(,u,+ &>—] +P—ape+S;
j

&Xj Oy ﬁxj
J J M\ e € e
—(apug)=—| alu+—|— [+C;—P-C,-ape+S,
x; x; 0,/ 0x; k k

(23)

In Eq. (23), all field indicator superscripts are eliminated as
only the liquid field is solved. S; and S, are available source/sink
terms to: extract turbulence energy associated with breakup
(Meng and Uhlman [7], Kunz et al. [11]), and reduce production
due to MBDR mechanisms proposed by various authors (Ferrante
and Elghobashi [8,9], Tryggvason and Lu [10]). These source
terms are set to zero in the present work as they play only a
secondary role in the prediction of gas fraction distribution and
the DR distributions predicted by the code.

Numerics/Code. The code used in the present work is three
dimensional, unstructured, parallel, and supports an arbitrary
number of constituents. The algorithm follows segregated pres-
sure based methodology. A colocated variable arrangement is used
and a lagged coefficient linearization is applied. One of several
diagonal dominance preserving, face-based finite volume spatial
discretization schemes is selected for the momentum, volume
fraction, interfacial area density, and turbulence transport equa-
tions. Mixture volume continuity is introduced through a pressure
correction equation, based on the SIMPLE-C algorithm (Van Door-
mal and Raithby [31]). At each iteration, the discrete momentum
equations are solved approximately, followed by a more exact
solution of the pressure correction equation. Turbulence scalar,
volume fraction, and interfacial area density equations are then
solved in succession.

Several algorithmic elements critical to the accuracy and ro-
bustness of two-fluid simulations with significant interfield trans-
fer are incorporated. These include: (1) interfield coupling of drag
and mass transfer terms within the preconditioning, linear solver,
and artificial dissipation elements of the scheme; (2) appropriate
discretization of lift and dispersion forces to prevent odd-even
decoupling in the solution; and (3) formulation of virtual mass as
a convection operator.

Standard inflow, symmetry, wall, and outflow boundary condi-
tions are employed. For scintered metal plate injection, porous
wall boundary conditions are used, where an area permeability A
is specified. Shear force on porous boundary faces is apportioned
as F=7,A(1-\), where A is the face area and A/\ is the area
available for injection flux.

Further details on the code and numerics are available in Kunz
and Venkateswaran [32] and Kunz et al. [33].

FCM Studies. Due to the large number of models and coeffi-
cients involved, and the strong coupling among physical effects, it
is desirable to examine the models in a systematic manner and
isolate models where possible. In general this is not feasible using
experimental data. Therefore, we utilize numerical simulations us-
ing DNS/FCM (force-coupling method, e.g., Lomholt and Maxey
[34]). Several fully developed channel flow simulations with
bubbles have been performed using the DNS/FCM procedure
(Dong et al. [12]) for the purpose of “calibration” of the disper-
sion models used in the Reynolds-Averaged Navier-Stokes
(RANS) two-fluid CFD framework.

The DNS/FCM cases start from a baseline DNS of a channel
flow without bubbles at a certain Reynolds number (Re"), the
statistically stationary state representing a fully developed channel
flow. The bubbles are introduced at =0 throughout the domain in
specific transverse planes, and allowed to evolve in time using
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Fig. 2 Low volume fraction comparison between RANS and
FCM

FCM. An “equivalent” RANS case simulates a fully developed
channel flow with bubbles introduced at the upstream boundary. A
comparison may be made between averaged DNS profiles at time,
tpnss and RANS  profiles at downstream distance Xgans
=tpNsUave: Where Uy, is the average (bulk) velocity in the chan-
nel. Since the average flow speed is used to convert distance to
time, the comparison is not exact. Further, there was no coupling
of the bubble dynamics to the baseline DNS for the results shown
here.

For the cases reported here Re” =~ 377, Uqyz=2/3 and two initial
bubble volume fractions were used. The channel half-height is %
=1 for both cases. The first case seeds the bubbles very near the
channel center plane (y=0) with a low average volume fraction
(atayg=0.0036) and a bubble diameter D/h=0.06. The second
case seeds the bubbles over a region from -0.2<y/h<<0.2 with a
high initial peak volume fraction «,,,,=0.21, and a bubble diam-
eter D/h=0.1. These cases were chosen to minimize wall colli-
sions and allow us to concentrate on evaluation of the dispersion
models.

The latter case demonstrates the importance of collision-
induced bubble dispersion compared to conventional
homogeneous-turbulence dispersion, as the predictions without
collision induced dispersion are poor. The Lopez de Bertodano
[21] homogeneous model and the collision-induced model were
used for the results shown. For bubble drag we used a clean water
(no impurities) drag correction, Eq. (4¢).

Figure 2 shows the volume fraction profiles for FCM and
RANS cases with a low average volume fraction. The FCM result
is a short-time average corresponding to tpng=12. The profiles are
not expected to match exactly for the reasons noted above, as well
as possible uncertainties in two-fluid model coefficients compared
to the implied FCM equivalent effects (drag, lift, etc.). Figure 3
shows the volume fraction profiles for FCM and RANS with a
high initial volume fraction. The FCM result is a short-time aver-
age corresponding to fpyns=20.

The RANS results shown here required a collision-induced dis-
persion model coefficient of 1000, compared to 200 for equivalent
HIPLATE cases. There may be unknown scaling relations be-
tween these low Reynolds number RANS cases with relatively
large bubbles and the very high Reynolds number HIPLATE
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Fig. 3 High volume fraction comparison between RANS and
FCM

cases. This behavior will be explored further in the future as FCM
simulations are performed at higher Reynolds number and with
smaller bubbles.

Though not shown here, agreement between the baseline DNS
mean flow results and the RANS predictions for velocity and tur-
bulence kinetic energy were very good. The good agreement
shown here provides confidence in the functional form of the dis-
persion models employed in the multifluid RANS code.

Twelve-inch Water Tunnel Studies. As part of the present
study, near-wall volume fraction profile data has been acquired
along with estimates of bubble velocity, bubble sizes, and drag
reduction. This data was taken in the ARL Penn State University
12-in. diameter tunnel with a rectangular test section designed
especially for MBDR studies (details in Fontaine et al. [25]). The
data shown here was acquired in May 2004 using an early version
of the confocal probe instrumentation discussed by Fontaine et al.
[25]. Volume fraction data beyond a peak value of about 0.35 is
not shown since reliable data could not be obtained due to bubble
cloud interference and poor signal-to-noise ratio.

The test setup is described in detail in Fontaine et al. [25]. In
summary, the rectangular test section begins at X=0; the injector
axial length is 9.5 mm, centered at X=339 mm; mini-balance 1
(MB1) is centered at X=409.5 mm; mini-balance 2 (MB2) is cen-
tered at X=523.8 mm; mini-balance 3 (MB3) is centered at X
=638.1 mm; and the axial length of each balance is 38 mm.

The comparisons were made for three tunnel speeds and three
gas injection rates, though only a subset is shown here. The up-
stream computational boundary location was set to match the vir-
tual origin inferred from measured velocity profile data (used to
compute the boundary layer displacement thickness; (8°)%4 is then
extrapolated to zero). The injected bubble sizes were based on an
approximation to the measured bubble size distribution at the first
measurement station (mini-balance 1—MB1). Four bubble fields
were selected with diameters chosen to represent the data ad-
equately. The bubble size bins used were Dp=110, 200, 340, and
500 um. Bubble breakup and coalescence were not considered in
the results presented here.

Volume fraction comparisons are shown at measurement sta-
tions 2 (MB2) and 3 (MB3) in Figs. 4-7. Reliable volume fraction
data was not obtained at MB1 in most cases. Figure 4 shows the
volume fraction profile for the conditions U=13.7 m/s (tunnel

JANUARY 2007, Vol. 129 / 71

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.5
i NPHASE (MB2)
[ - Data U=13.7 nvs, 0=2.1 is(ME2)
[ NPHASE (MB3)

0.4 . Data U=13.7 nvs, 0=2.1 Is(ME3)

0.3

0.2

Volume Fraction

0.1

D.DIIJ4
y(m)

L
] n.0oz2 0.008

Fig. 4 Void fraction profiles for 12-in. tunnel comparison for
U=13.7 m/s, Q=21 1/s

speed) and injection volume flow rate 9=0.0021 m3/s (2.1 1/s).
Figure 5 shows the volume fraction profiles at MB2 for total gas
and individual bubble sizes for the same conditions. Figures 6 and
7 show the profiles for a speed of U=10.7 m/s, and flow rate Q
=0.7=2.1 1/s, respectively. Generally the agreement between ex-
periment and predictions is quite good, though near-injector mod-
eling uncertainties remain.

In Fig. 8 the measured bubble velocities are compared with the
predictions for U=13.7 m/s and 0=0.7 1/s. The symbols indicate
bubble velocity and the solid line is the predicted liquid-phase
velocity, which was not measured. The differences between pre-
diction and measurement may be due to modeled bubble drag and
virtual mass effects and/or uncertainty in establishing the wall-
normal location in the experiment.

The predicted and measured drag reduction (DR) values at
MB?2 are shown in Fig. 9 for all flow conditions. Reasonable
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Fig. 5 Void fraction profiles at MB2 for 12-in. tunnel compari-
son for U=13.7 m/s, Q=2.1 |I/s. Profiles for four bubble fields
and total gas are shown.
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Fig. 6 Void fraction profiles for 12-in. tunnel comparison at
U=10.7 m/s, Q=0.7 |/s

agreement is evident, except at the highest flow rate and lowest
tunnel speed. In contrast to the HIPLATE drag reduction shown
below, the DR at MB1 (not shown) was either accurately pre-
dicted or overpredicted. In these small-scale tests the first mea-
surement location is closer to the injector in wall units than that in
HIPLATE. Thus injection region physics are even more important.
Further there is a rapid variation in wall shear force versus axial
distance between the injector and the first measurement location,
which implies that the correct time scales must be accurately cap-
tured to obtain accurate predictions. The latter depends on the
“correct” balance among a large number of physical mechanisms
(hence, models), and validation of these models becomes critically
dependent on detailed validation data and/or simulations (such as
DNS/FCM).

HIPLATE Studies. The final set of validation results focus on
high Reynolds number flat plate (HIPLATE) measurements car-
ried out by the seventh author of this paper and his colleagues in
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Fig. 7 Void fraction profiles for 12-in. tunnel comparison at
U=10.7 m/s, Q=21 1/s
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Fig. 8 Bubble velocities for U=13.7 m/s, Q=0.7 |/s at MB2

the large cavitation channel (LCC) operated by the U.S. Navy in
Memphis, TN (Sanders et al. [13]). These measurements include
point bubble velocities, bubble size distributions, and shear stress
measurements for a range of gas injection flow rates at flat plate
Reynolds numbers up to Re,=2.1x 108,

Figure 10 shows a diagram of the test geometry. The HIPLATE
is 12.9-m long and spans the LCC test section (3.05 m). Most of
the experimental data was taken at three freestream velocities (6,
12, and 18 m/s) and four gas injection rates (0.000, 0.094, 0.189,
and 0.378 m3/s [0, 200 400, and 800 scfm]) through the most
upstream injector, located x=1.32 m from the boundary layer
tripped leading edge. The plate was mounted “upside down™ (gas
injected downward) which gave rise to Froude number effects
discussed below.

Tunnel blockage for these experiments was minimal (&"/W
<0.01), and all measurements were taken in the middle third
span, thereby justifying the two-dimensional CFD model shown
with a symmetry boundary condition imposed at the upper bound-
ary. Compressed air was injected through the 2.65 m span injec-
tor, which was designed to deliver evenly distributed air flow
through a 3.2 mm sintered stainless steel slab having 40 um
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Fig. 9 Drag reduction at MB2
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Four injection slots

Fig. 10 Diagram of HIPLATE

pores.

Two sets of results are presented for HIPLATE. Since bubble
diameter distributions were obtained photographically at x
=1.96 m (0.64 m downstream of injection) and x=10.68 m, the
first set of results uses the measured bubble distribution at x
=1.96 as boundary conditions for the injected gas flow. Breakup is
not modeled, but coalescence is. This first exercise allowed us to
explore the performance of the bubble dynamics models sepa-
rately without the complications of modeling the breakup of the
injected gas structures.

Figure 11 shows predicted DR versus x for the 18-m/s tunnel
velocity cases. Skin friction reduction is well predicted, lying
within experimental uncertainty, except at the highest injection
rate, at the axial location nearest the injector. Of particular impor-
tance, is that persistence (or lack thereof) is fairly well predicted,
a modeling challenge that is closely tied to the evolving equilib-
rium of lift, dispersion, drag, and buoyancy. Figure 12 shows a
view of the predicted gas volume fraction distribution for the
U,.=18 m/s, 0=0.378 m3/s case. The view is scaled by a factor
of 200 in the y direction. Of particular interest is the near evacu-
ation of bubbles from the near-wall region well downstream. This
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Fig. 11 Comparison of predicted and measured DR vs. x for
U,.=18 m/s HIPLATE
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Fig. 12 Predicted gas volume fractions. Contour plot+profile at x=10.68 m for U,.=18 m/s,
Q=0.378 m3/s HIPLATE case (y coordinate scaled by 200).
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“nearly gas-free” layer, on the order of 1-mm thick, was observed
experimentally by the HIPLATE team and is clearly attendant to
the loss of persistence observed experimentally and
computationally.

Figure 13 shows predicted DR versus x for the U,=12 m/s
HIPLATE runs. The results are almost as good as at 18 m/s, again
with the largest discrepancies arising near the injector plate. At
this lower tunnel freestream velocity, a trend is observed of un-
derprediction of DR near the injector and overprediction of DR
downstream. We have observed that increasing the lift force mod-
estly improves downstream persistence predictions for U,=18
and 12 m/s, but that doing so gives rise to worse underprediction
of DR near the injectors. The model constants used therefore rep-
resent a compromise that we hope to overcome through improved
injector region modeling as discussed below.

Figure 14 shows predicted DR versus x for the U,=6 m/s
HIPLATE runs. By virtue of the “plate-up” of the HIPLATE con-
figuration, the HIPLATE experimental team observed that these
lower Froude number cases exhibited the formation of a continu-
ous gas film at the higher two gas injection rates, and an intermit-
tent bubbly flow-gas film flow at 0=0.094 m?/s. Accordingly this
experimentally observed flow regime transition gave rise to very
high drag reduction (DR=1 along much of the plate for Q
=0.189, and 0.378 m?3/s) as illustrated in the figure. Despite the
fact that the dynamics models used are expressly valid only for
disperse bubbly flows, the CFD analysis qualitatively returns the
experimentally observed topology and DR, as shown in Figs. 14
and 15. We view this as largely fortuitous, though it gives us some
indication that the magnitudes of the dynamics models scale in a
physically reasonable manner compared to buoyancy.

Figure 16 shows a comparison of predicted and measured DR
versus volumetric fraction of gas flow rate Q/(Q+Qyuer), at the
most upstream and furthest downstream shear stress measurement
stations for U, =12 and 18 m/s. Qg is the volume flux of water
in the boundary layer when gas is not injected, and is estimated
from Qyqier= wa(éo—(?;) where b is the span of the injector and
50,53 are the boundary layer 99% and displacement thicknesses,
respectively, without air injection.

Using rapid shutter speed photography, the HIPLATE experi-
mental team obtained bubble velocity estimates for the bubbles
closest to the wall, at the most upstream and furthest downstream
measurement stations. These measurements and predictions are
compared for U,=12 and 18 m/s cases in Fig. 17. There bubble
velocity is plotted against volumetric fraction of gas flow rate,
defined using Qyqaer=Uxb(6,), where 6 is the local single phase
momentum thickness. (The conventional but alternative gas flux
scalings used in Figs. 16 and 17 were chosen for consistency with
the published presentation of experimental results).

The CFD model does well in matching these velocities. Down-
stream, this correspondence mainly reflects the model’s ability to
predict the boundary layer liquid velocity at a given standoff dis-
tance, since relative velocities are very small there (<1% U.,,).
However, just downstream of the injector, lower bubble velocities
are observed, especially at higher Q/U.A;y;. Though the details of
the physics between injection and the upstream velocity measure-
ment location are not directly observed, these lower measured
bubble velocities indicate that: (1) the bubble relative velocity
remains significant there (say on the order of 0.1°U.,), and (2) the
boundary layer is perturbed by the gas injection and the liquid
momentum defect has not yet recovered. Neither of these effects
can be suitably modeled unless drag is small and virtual mass
effects are accounted for. Specifically, the reduced interfacial area
and drag associated with the gas structures near injection give rise
to a deeper penetration of the gas jet into the boundary layer with
an attendant increased perturbation of the boundary layer. This
reduced drag effect is modeled using the cluster drag law in Eq.
(5). Also, virtual mass increases the bubble response time by or-
ders of magnitude, thereby returning a non-negligible relative ve-
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Fig. 177 Comparison of predicted and measured bubble veloc-
ity vs. volumetric fraction of gas flow rate at upstream and
downstream measurement stations for U.=12 and 18 m/s
HIPLATE cases

locity at x=1.96 m.

Figure 18 shows the predicted bubble velocities obtained with
virtual mass and cluster drag models turned off. The velocities are
seen to be significantly over-predicted for reasons discussed
above.

Figure 19 illustrates the mean bubble diameter and implicit
bubble distributions corresponding to the computations shown
above. These are not to be viewed as predictive, since the mea-
sured bubble size distributions were used as boundary conditions
and breakup was not modeled. They are presented to show that
experimentally observed bubble sizes were accommodated in the
foregoing result and for comparison to the fully implemented
mass transfer results show below.

We next proceeded to a more complete model set including the
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Fig. 18 Comparison of predicted and measured bubble veloc-
ity vs. volumetric fraction of gas flow rate at upstream and
downstream measurement stations for U.=12 and 18 m/s
HIPLATE cases. Virtual mass and cluster drag set to zero.

JANUARY 2007, Vol. 129 / 75

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



m U=18 mls, Q=200 scfm, X=1.96m

_ ! 3 ® U=18 mls, Q=200 scfm, X=10.68m
sk ok m NPHASE, U=18m/s, Q=200scfm, X=1.96m
“E “FE @ NPHASE, U=18mls, Q=200scfin, X=10.68m
r m U=12 mfs, @=200 scfm, X=1.96m -
208F ® U=12 mfs, @=200 scfm, X=10.68m 208F
4 o m NPHASE, U=12m/s, Q=200scfm, X=196m @ s
g [ @ NPHASE, U=12m/s, Q=200scfm, X=10.68m o 07|
u a 3
- I - "
g 0B - g 06 :—
E - £ -
= 5 3
3 E 3 05F
- r = -
.g 04 - 04
= E i ® -
E 0.3 03
o o i g -
Z 02F Z 02F
01 i %j‘ ::%:: = 01 ’_E_‘
i] E L \—ic—‘ L I_;_( L L L 1 L L L L L )_! il E L i | 1 L L L | L L L [I [ tu
0 200 400 600 800 0 200 400 ai g
(a) Bubble Diameter { um) Bubble Diameter { um}
1 ey
- = ®m  U=18 mls, Q=400 scfm, X=1.96m
08 s ® U=18 mis, Q=400 scfm, X=10.68m
: C B NPHASE, U=18m/s, @=400scfm, X=1.96m
5 B U=12 m/s, Q=400 scfm, X=1.96m nsf e =il | v
2o & U=12 mis. Q=400 scfm. X=10.68m %‘ g @ NPHASE, U=18ml/s, Q=400 scfm, X=10.68m
g B NPHASE, U=12m/fs, Q=400scfm, X=1.96m S0k
SOTE @ NPHASE, U=12m/s, Q=400scfm, X=10.68m a E
§o6F %06 F
SO0BE = r
E - g 05k
3ok 205F
-] B = r
2 04 :— .g 04 -
T F s __F
E03F ED3E
e i S E
Z02F Zo02F E
01E @ % 01 f %—1
L (PP IRih A N AN N A CONT YO VI
i 200 400 600 800 i 200 400 00 8
(b) Bubble Diameter {..m) Bubble Diameter (um)
1
HIPLATE, 12 s, 200 scfin 09 U=18 mis, Q=800 scfim, X=1.96m
800 - NPHASE, 12 mis, 200 scfin ‘ U=18 mis, Q=800 scfim, X=10.68m

HIPLATE, 12 s, 400 scfin
T NPHASE, 12 /s, 400 scfin
- HIPLATE, 18 m's, 200 scfin
NPHASE, 18 mis, 200 scfin
HIPLATE, 18 m's, 400 scfin
B00 NPHASE, 18 mis, 400 scfin
L HIPLATE, 18 m's, 800 scfin

NPHASE, U=18mis, Q=800scfm, X=1.96m
NPHASE, U=18mis, @=800sc¢fm, X=10.68m

o
[un]
ouenm

=
gt

| NPHASE, 18 m/s, 800 scfin ug
E -
2 a0
a8 | H 04
200? U U 0.2 %_4
- Armrows indicate w U U 01

Normmalized Number Density
&
L R A BERRE St AR

coalescence between x=1.96and x=10.68m

o
]

L tij L 1 L L L L—i—l L &—1 | i [ L—I—l L ‘
200 400 G600 800
(©) Bubble Diameter (..m)

o

Fig. 19 Comparison of computed and measured bubble size distributions and mean diameters for the five HIPLATE cases
where these measurements were taken

76 / Vol. 129, JANUARY 2007 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



3

1~ * U=12m/s,Q=.09m"/s
- & U=12m/s,Q=.19nls
* U=12m/s,Q=.38m"/s
| (-] NPHASE,U=12mIs,Q=.09m3Is
o8k ©  NPHASE,U=12m/s,Q=.19m’ls
- } @®  NPHASE,U=12m/s,Q=.38m"s
c :
2 I
G 06f
= |
-] L
(] |
14 ,
D04
8 [
(=] I
02+
fy) IR RN A IR W VI, SN S
0 2 4 6 8 10 12

x (m)

Fig. 20 Comparison of predicted (with breakup and coales-
cence) and measured DR vs. x for U,=12 m/s HIPLATE

breakup and coalescence models described in Egs. (15)—(19)
along with the bubble size distribution function in Eq. (22). Re-
sults for this “full-up” simulation include drag reduction (DR)
versus x for U,=12 and 18 m/s (Figs. 20 and 21), the bubble
number density distribution versus bubble diameter, and the mean
bubble diameter and standard deviation (Fig. 22). Bubble velocity
is omitted since the results are nearly identical to those shown in
Fig. 17. In performing these simulations it became evident that
additional physical modeling is required to properly treat the “gas
sheet” breakup process in the near-injection region. This is an
ongoing effort, so here we used a plausible injected mean bubble
diameter (for each case) assuming that the gas sheet emanates as
discrete bubbles. Thus a balance between breakup, coalescence,
and all the dynamics mechanisms is predicted.

Figures 20 and 21 show a somewhat lower DR than the previ-
ous simulations at the first two measurement stations, x=1.96 and
341 m, for U,=12m/s, and lower at x=1.96 m for U,
=18 m/s. DR is predicted well at the other measurement
locations.

Figure 22 shows bubble size results for the same five cases
shown in Fig. 19. The agreement is good for U, =12 m/s and fair
for U,=18 m/s. It is evident that the mean diameter differences
are larger for U,=18 m/s than for U.=12 m/s. Also, U,
=18 m/s results exhibit too much breakup between x=1.96 and

r e U=18m/s,Q=.09mds
S U=18m/fs,Q=.19m3ls
3 PS U=18mls,Q=.38ms
o8l @  NPHASE,U=18m/s,Q=.09mdjs
©r o NPHASE,U=18mIs.Q=.19m§Is
- I @  NPHASE,U=18mis,Q=.38m’s
9 I
B 06 }
- -
o) L
Q I
4 |
m —
8 04
(]
[a]
02
0-..|..|.i|.i i )

o 2 4 6 8 10 12
x (m)

Fig. 21 Comparison of predicted (with breakup and coales-
cence) and measured DR vs. x for U,=18 m/s HIPLATE
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10.68 m.

Both the DR and bubble size results indicate the need for im-
proved modeling in the injection region—primarily gas sheet
transport and breakup in a multifluid RANS framework. Further,
the impact of using the mean bubble diameter in the breakup and
coalescence rates must be quantified with more rigorous treatment
of those terms. Exploration and improvement of these modelling
shortcomings is underway.

Conclusions

This paper has summarized the validation status of a CFD tool
development program for MBDR predictions. An Eulerian two-
fluid model has been presented with specifics regarding physical
models for interfacial dynamics, breakup, and coalescence. Vali-
dation studies for three cases demonstrate that the salient physics
associated with obtaining correct bubble distributions and DR in
MBDR are being modeled with good accuracy.
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Nomenclature
A, Aj, = area, interfacial area density
Cy, Gy, C,, = turbulence model constants
Cp,Cr,Cym,Ctp = force coefficients

Dg.D, D, = bubble diameters, length scale

DX = drag kernel
DR = drag reduction (=1-Cy/Cp)
f = ng distribution function
fp = drag law correction function
g; = gravity vector
h = channel half-height
ho, hf = initial, final film thickness
k = turbulent kinetic energy
nondrag force
Npg, ng = bubble number densities
P = turbulence energy production
static pressure
Q = gas volumetric flow rate
Rep = bubble Reynolds number
Stokes, Schmidt numbers
t, = time scale
U, = freestream velocity
u; = Cartesian velocity component
V = velocity vector
v = bubble volume
x; = Cartesian coordinate
a = volume fraction
8,8" = boundary layer thicknesses
& = turbulence dissipation rate
¢ = general transport scalar
Qp, D, g, dc = coalescence, breakup kernels

6™ = dispersive collision rate

05, Hg = turbulent collision, breakup rates
Nert = collision coalescence efficiency
'™ = mass transfer rate
M, = molecular viscosity

mr = turbulent viscosity
vy = turbulent kinematic viscosity
p = density
¢y = bubble shape function
o = surface tension
0,0, = turbulent Prandtl numbers
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mean diameters for the five HIPLATE cases where these measurements were taken
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T. T TRC, Tp = time scales
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Alternate Scales for Turbulent
Flow in Transitional Rough Pipes:
Universal Log Laws

In transitional rough pipes, the present work deals with alternate four new scales, the
inner wall transitional roughness variable {=Z_/ ¢, associated with a particular rough-
ness level, defined by roughness scale ¢ connected with roughness function AU,, the
roughness friction Reynolds number Ry (based on roughness friction velocity), and
roughness Reynolds number Re, (based on roughness average velocity) where the mean
turbulent flow, little above the roughness sublayer, does not depend on pipes transitional
roughness. In these alternate variables, a two layer mean momentum theory is analyzed
by the method of matched asymptotic expansions for large Reynolds numbers. The match-
ing of the velocity profile and friction factor by Izakson-Millikan-Kolmogorov hypothesis
gives universal log laws that are explicitly independent of pipe roughness. The data of the
velocity profile and friction factor on transitional rough pipes provide strong support to
universal log laws, having the same constants as for smooth walls. There is no univer-
sality of scalings in traditional variables and different expressions are needed for various
types of roughness, as suggested, for example, with inflectional-type roughness, mono-
tonic Colebrook-Moody roughness, etc. In traditional variables, the roughness scale,
velocity profile, and friction factor prediction for inflectional pipes roughness are sup-
ported very well by experimental data. [DOI: 10.1115/1.2375129]
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1 Introduction

The rough wall flows are of great importance, but they are
much more poorly understood than flows over smooth walls. The
technological importance of rough wall bounded turbulent flows is
also well known. In many situations a turbulent flow develops
over surfaces that are hydrodynamically rough over some portion
of their length. The major impact of wall roughness is to perturb
the wall layer which, in general, leads to an increase in wall shear
stress. The increase in wall shear stress is almost invariably ac-
companied by an increase in the wall heat and mass transfer rate.

Millikan [1] proposed a two layer theory for three cases of
transitional, fully smooth, and fully rough pipes to obtain the log
laws, where the slope k, the Karman’s constant, is a universal
number, but the additive constant depends on roughness. All tra-
ditional theories of transitionally rough wall are based on fully
smooth wall variable Z,=Zu /v or fully rough wall variable Z/h,
which strongly depends on roughness effects (Millikan [1], Rau-
pach et al. [2], and Jimenez [3]). Clauser [4] and Hama [5] sim-
plified the matter by introducing the roughness function AU,, as
an additional term to smooth wall log law, in transitional rough
wall region, as

u u
AU, = (—) - (1)
Ur/s Ur
where suffix S refers to fully smooth wall. The shift in the overlap
region remains the same, if expression (1) is estimated at the
boundary layer edge y=4J and u=U,, to yield

U. U. 2 172 2 172
o)LL
Uu:/s u, Cf Ky Cf

where Cp=27,/ pr is the local skin friction coefficient. The
roughness function AU, is a useful descriptor of the surface
roughness effects on mean velocity distribution in the inner re-
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gion. It physically represents the roughness dominated shift in the
velocity profile from log law of smooth wall. For AU, >0 the
shift is downwards due to increase of the drag and AU, <0 the
shift is upwards due to reduction of the drag of the rough surface.
The shift is generally downwards causing increase in drag due to
wall roughness, but in certain surfaces, i.e., longitudinal rough-
ness can under certain conditions produce an upward shift causing
reduction of drag (Abe et al. [6]). Likewise, the friction factor also
contains roughness function AU, as an additive term over the
smooth wall value. The roughness function AU, data for various
types of roughness may be found in the reviews by Raupach,
Antonia and Rajagopalan [2], Jimenez [3], Schlichting [7], Grig-
son [8], Patel [9] and Antonia et al. [10,11]. The three methods of
determination of the roughness function AU, are described in
Granville [12] and Schultz and Myers [13]. The normal coordinate
Z=y+e€,, where €, is the origin of the normal coordinate on the
rough surface, is caused by irregular protrusions of the hydraulic
roughness of height 4. It is a particular level between the protru-
sion bases and heads which automatically satisfies the constraints
0<e€.<h and €, = 0 for smooth surface. Clauser [4] proposed a
method of determining the effective surface roughness origin e,
and skin friction u,.

The transitional behavior for a particular surface depends criti-
cally on the geometric nature of the roughness and its connection
with hydraulic roughness regarding the onset of rough wall behav-
ior, and relationship between root mean square (rms) roughness
hms and hydraulic sand grain roughness /g, which is surface de-
pendent. Nikuradse [14] measurements of rough pipes, rightly cel-
ebrated for their care and completeness, have become a sort of
crucial test for the experimental verification of any proposed law
for velocity profile. The homogeneous roughness was obtained by
gluing sand grain with various assigned diameters 4 to the walls
of steel pipes with different diameters. The measurements were
conducted using a series of tiny Pitot probes (internal diameter
ranging from 0.21 and 0.3 mm and length 30 mm) placed in a
section 1-2 mm downstream end of the pipe and obtained de-
tailed and careful measurements up to the near wall proximity, for
various values of roughness 6/h and Reynolds number Re. The
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inflectional-type roughness has also been observed by Streeter
[15] in artificially roughened with spherically cut grooves for
100=D/h=400, Perry and Abell [16] in a pipe covered with
nylon mesh D/h=400.

Shockling [17], Shockling et al. [18], and Smits et al. [19]
presented the machine roughness data for a fabricated pipe of
diameter D,=128 mm; the optical image of the “rough” surface,
shows that the mean roughness height of this new surface is
1.6 um. The root mean square roughness was fy,/D,=19.4
X 10° (about 17 times larger than the original superpipe surface),
over a range of Reynolds numbers from 57 X 10° to 21.2 X 109,
where A, varies from 0.17 to 44.4 (h is the equivalent sand grain
roughness). All measurements were made at a location 191D
downstream from the inlet contraction. The equivalent sand grain
roughness for this surface on the basis of the friction factor data
required h=3 h,,. However, in the rough regime h=7.4 m re-
quired h=5.78 hyy,, and earlier Hama [5] proposed A=35 hyy,. It
was found that the roughness function and friction factor on ma-
chined hones roughness in superpipe shows inflectional-type
roughness of Nikuradse [14], rather than Colebrook [20] and
Moody [21] monotonic roughness. Allen et al. [22] for a given
roughness &, estimated AU, from (h, AU,) diagram from one
experiment to another, and considered h=3 h,,, for Nikuradse
data and h=3 h,, and h=5.78 h,, for their own data, to predict
the friction factor results, but, as shown later, the results predicted
in the present work are better than predictions of Allen et al. [22].

Direct numerical simulation (DNS) of fully developed turbulent
flow in a smooth pipe has been reported by Eggels et al. [23] and
smooth pipe annulus by Quadrio and Luchini [24]. In channel
flow, the effects of roughness on DNS solutions have been studied
by Abe et al. [25], Leonardi et al. [26], Nagano et al. [27], Ashra-
fian et al. [28], Krogstad et al. [29]. The comparison of data with
experiments has been reported by Djendi et al. [30] and Bakken et
al. [31].

The present work deals with a more appropriate alternate vari-
able, the inner rough wall variable {=Z,/ ¢, based on transitional
roughness scale ¢, such that all mean relative motions and
energy-containing components of the turbulent motion do not de-
pend on surface roughness. Further, based on roughness velocity,
two new numbers termed as roughness friction Reynolds number
R, and roughness Reynolds number Re,, are identified. An alter-
nate, two layer theory for transitionally rough pipes is formulated
in terms of alternating more appropriate inner wall variables by
the method of matched asymptotic expansions. The matching by
Izakson-Millikan-Kolmogorov hypothesis in the overlap region
gives the universal log law and universal friction factor law, for all
types of roughness. The extensive data on transitional rough wall
velocity profile and friction factor are the universal relations. The
data for various types of roughness, in transitional regime, provide
good support to the predictions of alternate universal log law ve-
locity profile based on single parameter, the roughness friction
Reynolds number. In addition to log laws, the matching condition
in the overlap region, also admits the power law solutions as
shown by Afzal [32-35]. It is shown that the power law velocity
profile is equivalent to the log law velocity profile, for very large
Reynolds numbers, when constants k and B are universal numbers
independent of the Reynolds numbers. But at moderately large
Reynolds numbers the power law relations predict k and B as a
function of Reynolds number and the power law theory is not
equivalent to the log law theory. The power law theory, in transi-
tional rough pipes, has been compared with experimental data and
also provides strong support to the theory.

2 Momentum Equation

The Reynolds equation of mean motion in fully developed pipe
flow is

Journal of Fluids Engineering

d
v—u+I=ui<l—X) (3)
dy p )

Here u(y) is the axial velocity, y is the normal coordinate, 7
=—p(u'v’) is the appropriate Reynolds shear stress, u,= v’m is
the friction velocity, 7,, is the skin friction, p is the fluid density,
and v is the molecular kinematic viscosity of fluid. In fully devel-
oped channel (or pipe) flow U, is independent of x, representing
the velocity at pipe axis y=4, where & is pipe radius. The bound-
ary conditions on the wall require velocity u and Reynolds shear

stress 7 to vanish there, and on the axis are those of symmetry as
given below

=0 (4)

u=U, 7=0 (5)

The present work is defining the roughness velocity u, and
roughness coordinate y, in terms of axial velocity u at normal
distance y, as given below

y=9,

y u

= _, u = 6
) P ® 7 (6)
Here ¢ is the transitional roughness wall scale, defined by relation
(12), such that all mean velocity and energy-containing compo-
nents of the turbulent Reynolds stress do not depend on surface
roughness. Based on alternate rough wall variables (6), the inner
variables are defined as

Zury Z, Zu,

é’: s Z+= 5 Z=y+6r (7)
v ¢ v

_ue_n 1 .

o Uzg u‘r’ e ¢ ( )

where ¢, is the virtual origin, located below the top of the rough-
ness element. Two roughness friction Reynolds number new pa-
rameters R is defined by the relation

U0 R U,
Ry=—"==I R,=—7 9)
v o) v
and roughness Reynolds number Re based on pipe diameter d,,
=26 and average velocity U, is

U,gd, Re Uyd U,
Re,=—L=— Re=—L U,u=—" (10)
v ¢ ¢
The two Reynolds numbers are connected by the relation
N
R(b: Re¢ g (1 la)
2
A= 8(&) (116)
Uy
dp 2d
=2 (11¢)
dx pU,

where A\ is the friction factor. Extensive analysis of data shows
that the roughness scale ¢ is connected with roughness function
AU,, as given below
1

AU, = p In ¢ (12)
The appropriate parameter R, is the roughness friction Reynolds
number. The overall description of turbulent flows is in terms of
two length scales of the inner and outer layers. The dimensional

analysis based on the inner region scaling (v and u.4) and the
outer wake region scaling (6, u, and ¢) are considered.
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2.1 Inner Wall Layer. The inner region scales (v and u.,)
give the inner length scale v/u,4 and the inner limit is { fixed for
R4— 0. The velocity profile and Reynolds shear stress in the
inner wall layer variables are

u Zu.,
Mq&:;: ¢M7¢f(§vR¢)v T=P¢2”§¢g(§sR¢)s §= V(b
(13)
and Eq. (3) in the inner layer becomes
daf _
d—§+g=l—R¢1§ (14)

2.2 Outer Layer. The outer layer length scale is & and outer
limit is Y=Z7/6 fixed for R;— . The velocity profile and Rey-
nolds shear stress in the outer layer variables are

VA
u=U.~uF(Y.Ry), 7=pulG(Y,Ry), Y= 5 (15)
and Eq. (3) in outer layer becomes
L dF
G=1-Y+R,'— (16)
Y

2.3 Matching. The matching of inner and outer layers veloc-
ity profile and Reynolds shear stress profiles for large Reynolds
numbers R ,— % requires

w0 = 2 F(y)
u

(17a)

T

g(0)=G(Y) (17b)

where u,({)=u/u,. Following, Millikan [1] and Afzal [35], we
differentiate Eq. (17a) to get
du, dF
[(—r=-ve
d¢ dy
for {— o0 and Y — 0. The matching relations (17a) and (18) pro-
vide both the log law and power law solutions (Afzal et al.
[32-35]). The integrations of Eq. (18) give the log laws velocity
profiles in the overlap region and the matching relation (17a)
gives the skin friction log laws as given below

(18)

u 1
—=Zln{+B (19a)
U.—u 1
——=—-—InY+D (19b)
u, k
e _1 InR,+B+D (20)
—=—InR,+B+
u, k ¢
The composite velocity profile solutions are given below
1 II
L g+ B+—W(Y) (1)
u, k k
U.—u 1 I1
=——InY+—[W()-W({Y)] (22)

k k

Here II is the wake parameter and W(Y) is the wake function
(Coles [36]), defined by the relation (23), with the boundary con-
ditions W(0)=0 and W(1)=1 or 2 as desired and D=W(1) II/k.

The Reynolds shear stress in the inner and outer variables be-
comes

Ur

— ]

T 1_R_1( HdW)
T ko e \¢

+ ﬁd_y (23a)
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! Il d—W> (23b)

=1 —Y—R;‘<—+—

koY ko dY
In the overlap region, the wake component is neglected and the
expressions become

w

1
Lol — - (R] (244)
Ty kp{

|
Tol-Y-—&; (24b)
Ty koY

The relation (24a) gives maxima in Reynolds stress ., and
maximum value 7,,, given below

R
Loman = \/ﬁ (25a)
. 2
Tmax _ 4 _ — (25b)
TH’ \“‘k¢R¢

2.4 Friction Factor. The integration of logarithmic expres-
sion for the velocity profile (22) over the cross section of pipe
gives a relationship between friction factor N=8(u,/ U,)* and fric-
tional rougness Reynolds number as

U, " 1
=t_2| =(1-Y)dY=-InR,+B+D-D,  (26)
u, o0 Ur k
1
?zAllOgR(f)"'Bl (27)
VA
A ! B <B HW(1) D) 8, D HW(l)
=———, B, =|B+—W()- \8, D=—
k8w k b k
(28)

1
U,=U.—u,D,, D,,=%+ %|:W(l)—2f (1- Y)W(Y)dY]
0

(29)
Using Coles [32] Wake function W(Y), the constant D, becomes

3 2 wW(1)

W)= @[1 —cos(mY)], TR

and adopt W(1)=1 or 2 as appropriate. For fully smooth pipes
(¢=1), the constants proposed by Prandtl [37] are A;=2 and B,
=—O.8+210gy"32=0i05, MeKeon et al. [38], A;=1.93 and B,
=-0.537+1.93 10g\32=0.915, Zagarola and Smits [39] A;=1.89

and B1=-0.3577+1.89 logv‘ﬁ: 1.065. The constants, slightly ad-
justed (following Prandtl [37] for smooth pipe) and relation (27)
yield

1 —
—==2log;o(Re,VN) - 0.8 (31a)
VA

1 —.
= 2lozo(Ry\32) - 08 (31b)
Y

For smooth flow ¢=1, Re,=Re and relations (31a) and (31b)
give Prandtl universal log law relation. The constants, of McKeon
et al. [38] (for smooth pipe) yields relation (27) as

l .
o193 log g(Rey\\) - 0.537
V

(32a)
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1 —
—==1.93 log;((Ry\32) - 0.537 (32b)

VA

3 Reduction to Traditional Picture

The uniformly valid velocity profile (21) may be expressed in
traditional variables of smooth wall variable Z, and roughness
function AU,, with the help of expressions (9) and (12), as

1 1
l:—an++B—AU++—W(Y) (33)
u, k k
Likewise, the skin friction relation (20) yields
U, 1 11
—<=—InR,+B- AU, +—W(1) (34)
u, k k
The velocity profile (33) may also be expressed as
u 1 11
—=—InZ, +B,+—W(Y) (35a)
u, k k
AU,=B-B, (35b)

In meteorological approach the atmosphere data of velocity profile
(33) in terms of rough wall variable Z/h becomes

u 1. Z II
—=—In—+By+—W(Y)
w, k h k

(36)

where B and By are the intercepts of log laws in fully smooth wall
and transitional roughness flows. The roughness function AU,
and roughness scale ¢ from relations (35) and (38) yield

1
AU,= o Inh,+B-B; (37)

d=exp(k A U,)=h,exp[k(B - By)] (38)

When h, is sufficiently small (less than about 5 for sand rough-
ness) the flow is hydraulically smooth where B=5.5, AU, =0, and
¢=1. When h, is sufficiently large (more than about 70 for sand
roughness) the flow is fully rough Br=Bz=8.5, the roughness
functions AU, and roughness potential ¢ become large.

4 Commercial and Sand Grain Roughness

It has been pointed out by Bendrict [40] that one of the amazing
fortuitous happenings in engineering, and a tribute to Colebrook’s
[20] insight that the simple addition of two limiting expressions,
associated with the log terms in the friction factors for fully
smooth and fully rough pipes, predicted a transitional friction fac-
tor that increases monotonically with /,. The roughness scale ¢
for Colebrook [20] commercial pipes roughness corresponds to

AU+=%ln(l+Xh+) (39a)
¢=1+ xh, (39b)
x = explk(B - By)] (39¢)

where B=5.5 and Bp=8.5 and y=exp[k(B—By)]=0.306. Cole-
brook [20] monotonic roughness (39) for friction factor leads to
the well known Moody [21] plot (see page 528, Fig. 20.25 Schli-
chting [7]), of friction factor. Colebrook-type roughness function
(39) has been used for random roughness by Grigson [8] and his
Table 1 gives values of x for the finishes of the hull surfaces.

The inflectional roughness data of Nikuradse [ 14] has been ana-
lyzed by Loselevich and Pilipenko (see Cebeci [41]) to suggest
the following correlation

Journal of Fluids Engineering

In(h,/2.25)
1n(90/2.25)
(40)

for 2.25=h, <90 with B=5.2 and k=0.42. In present work deal-
ing with inflectional pipes roughness, a simple expression for
roughness scale ¢ is proposed by introducing an exponential func-
tion exp(—j/h,) in Colebrook [20] relations (39a) and (39b) for
¢=1+xh, yields

1
AU, =(B-85+k"1Inh,)sin(mq) = T Ing, ¢g=

d=1+ Xh+exp(— hL) (41a)
AU+=%ln¢ (41b)
X =explk(B - B)] (41c)

where j=0 corresponds to Colebrook [20] monotonic commercial
roughness and j#0 is a free parameter. The roughness scale ¢
relation (41a) for parameter j # 0 has a point of inflection at origin
h,=0. Further, the exponential function in the relation (41a) ap-
proaches unity for i, — % and zero for 4, — 0, that maintain, re-
spectively, the traditional friction factor relations of Nikuradse
[14] for fully rough pipes and Prandtl [37] for fully smooth pipes.
Consequently, for inflectional-type roughness the choice j=11 has
been obtained by curve fitting to the data of Nikuradse [14] and
Shockling [17].

The roughness friction Reynolds number R, and roughness
Reynolds number Re g becomes

R¢=RT/ {1 +Xh+exp<— }%)]
+

Re¢=Re/ [1 +Xh+exp<— hi)
+

The constants By and B, from relations (39a), (39b), and (37)
based on roughness functions (41a), (41b) become

(42a)

(42b)

1 [ j)_
By=B-—In| —+ - 43
=T n[m XeXp( n,) | (434)
1 Y
B,=B-—1In| 1+ yh,exp| —— (43b)
k hy) |

The velocity profile log law (22) and the skin friction log law
(21) become

i: % 1n{Z+/ {1 + Xh+exp<— h%)]} +B+ %W(Y) (44)
ln{RT/ [1 + xh+exp(— hi)}} +B+D  (45)

The friction factor log law (45) may also be expressed as

U, 1 1 h
= ln[ — exp[— k(B + D)] + —exp[- k(Bp+ D)]
u, k LR, 6

<eol-1t)

The friction factor log law relation (46) holds for the turbulent
boundary layer as well as fully developed pipe in the transition
region of the technical commercial roughness. In terms of average
velocity U, from relation (29), the friction factor (46) gives

|=

1

ur

(46)
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Velocity profile shifted by the roughness function u,+ A U, with smooth wall variable Z,. (c) Proposed inner transitional
rough wall in universal variables (u,,{). (d) Outer velocity defect variables (U,.,-u,,Y).

\/§ il L expl— k(B +D+D,)]
—=——1In| —exp[-k(B+D +
N kRSP ’

+ %exp[— k(Bp+ D + Db)]exp<— 1‘%5)] (47)

8 1 1 h j &
\/%z ~Z ln{ [exp[— k(B+ D + Db)][z *X5 exp(— 1%%) ]}
(48)

The relation (48) expressed in terms of Reynolds number Re
=U,d/ v is given below

\/gz _ i 1n{ [exp[— k(B+D+D,)]
X[LJ@ h (L\Eéﬂ "
Re VA "X\ TRe VN i )

The friction factor expression (31a) and roughness scale ¢ rela-
tions (39a), (39h) in terms of friction Reynolds number R, and
Reynolds number Re yield

! 1.74-21 [3'288 + h ( J 5)] (50)
—==1.74-21o — +—exp|l———
N £10 R, 5 p R.h
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1 186 h . 5.66 &
—==174-2log)o| — =+ —exp|-j—F=— (51)
VA ReVA 6 ReVA

The friction factor relations (50) and (51) may also be expressed
as

0444  h j o
==-—2logo| —— +T—=exp|———
VA R, 376 R.h

1 . 251 h ( 5.66 5) (53)
—==-2log)o| —=+——exp| - j—=~
\ 810l Rek 376 P\ T Revin

where j=11 for inflectional roughness of Nikuradse and j=0 for
Colebrook monotonic roughness.

(52)

5 Results and Discussion

The velocity profile and friction factor for transitional pipes
roughness are the universal log laws in inner variable { and rough-
ness friction Reynolds number R, that are explicitly independent
of pipe roughness. But, these variables involve the roughness
scale ¢, and dependence on wall roughness is implicit.

The velocity distribution for sand grain roughness pipes data of
Nikuradse [14] for 8/h=15 and 31 <h, =1230.3 is shown in Fig.
1 and for 6/h=60 and 8=h,=369.8 is shown in Fig. 2. The
velocity distribution for machine surface transitional super pipe
data of Shockling [17] for roughness &8/h=7190 and 0.1=<h,
=45 are shown in Fig. 3. In traditional smooth wall variables
(uy,Z,), the velocity profile data of Nikuradse [14] and Shockling
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Fig. 2 The log law velocity profile for transitional roughness 6/h=60 for various values of h, in the range 8<h,=369.8
from sand grain data of Nikuradse (1933): (a) Traditional inner wall law in smooth wall variables (u,,Z,). (b) Velocity profile
shifted by the roughness function u,+ A U, with smooth wall variable Z,. (c) Proposed inner transitional rough wall in
universal variables (u,,). (d) Outer velocity defect variables (U,,-u,,Y).

[17] are shown in the Figs. 1(a), 2(a), and 3(a). The data shift
their locations with change of roughness parameter 4, or 6/h. The
data represented by traditional log law (33), in the overlap region,
determines the roughness function AU, from shift of data in the
overlap region as a funcion of roughness parameter %, or 6/h.
In transitional rough wall variables (u,,{) the velocity profile
log law (19a) in inner variable { is a universal function, which
contains two constants, the slope £ and additive term B, the same
as in smooth wall. The velocity distribution shifted by roughness
function u,+ AU, against traditional smooth wall variable Z, is
shown in Figs. 1(b), 2(b), and 3(b) on semi-log plot for log law
profile u, + AU,=k™"In Z, +B, that does not show dependance on
wall roughness. In transitional wall roughness new variable ¢ pro-
posed in this paper, the sand grain roughness data of Nikuradse
[14] and machine surface transitional super pipe data of Shockling
[17], shown in Figs. 1(c), 2(c), and 3(c), collapse on this single
line u,=k""In {+B, described by Eq. (19), showing that it does
not explicitly depend on wall roughness 4, or 6/h. However, the
relation (19) implicitly depends on roughness scale ¢ involved in
definition of inner variable {. The velocity profiles in outer layer
defect variables (U,,—u,,Y) predicted by relation (19b) contain
two constants, the slope k and additive constant D are universal
numbers, same as for smooth walls constants. The data shown in
Figs. 1(d), 2(d), and 3(d) collapse on single line (190), irrespective
of roughness scale h,. The present work of Flack et al. [42] and
Connelly et al. [43] support the Townsend similarity hypothesis,
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which states that the turbulence outside of the roughness sublayer,
a layer extending out approximately five roughness heights from
the wall, is independent of the surface condition at sufficiently
high Reynolds numbers. However, some recent research (see An-
tonia and Krogstadt [11]) casts doubts on the wall similarity hy-
pothesis, stating that roughness effects can be observed well into
the outer layer, but Flack et al. [42] and Connelly et al. [43] in
turbulent boundary layer flows have shown excellent agreement
among the smooth and rough surfaces for Reynolds stresses for
y>5h and the higher-order turbulence statistics up to the fourth
moment also showed good agreement for y>8h. Moreover, in
fully developed pipe flow, the outer layer is weak and its influence
on inner wall layer is not significant.

The roughness function AU, with roughness variable &, is
shown in Fig. 4(a) for sand grain roughness data of Nikuradse
[14] and machine surface transitional super pipe data of Shockling
[17]. The present prediction (41b) based on (41a) for inflectional
roughness (j=11), also shown in the same figure, compares well
with all data. The roughness scale ¢ is connected with roughness
function AU, by relation (12). The roughness scale ¢ with rough-
ness variable &, is also shown in Fig. 4(b) for sand grain rough-
ness data of Nikuradse [14] and machine surface transitional super
pipe data of Shockling [17]. The present prediction (41a) for j
=11 also shown in same figure compares well with the data. The
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Fig. 3 The log law velocity profile for transitional roughness 6/h=7190 for various values of h, in the range 0.1=h,
=44.46 from machine surface roughness super pipe data of Shockling (2005): (a) Traditional inner wall law in smooth wall
variables (u,,Z,). (b) Velocity profile shifted by the roughness function u,+ A U, with smooth wall variable Z,. (c) Proposed
inner transitional rough wall in universal variables (u,,{). (d) Outer velocity defect variables (U.,.-u,,Y).

predictions for Colebrook commercial roughness are also shown
in these figures 4(a) and 4(b) for appreciation of monotonic
roughness effects.

The traditional log law (36) containing the additive intercept By
(in fully rough wall variable Z/h) and log law (35) with intercept
B, (in fully smooth wall variable Z,) from sand grain roughness
data of Nikuradse [14] is compared with present predictions (43a),
(43b). The additive constant By for sand grain roughness, shown
in Fig. 5(a), compares well with the prediction (43a). Further, the
additive constant B, for sand grain roughness, shown in Fig. 5(b),
also compares well with the prediction (43b) for inflectional
roughness (j=11). For comparison, the predictions of By and B,
with j=0 for Colebrook commercial roughness are also shown in
same figures for appreciation on Colebrook commercial technical
roughness. The constant By from Shockling [17] machine surface
roughness data 0.185<h,<44.45 and B,=B;— AU, are also
shown in these figures that depart for #, > 6 from Nikuradse data.
The point of view of Shockling [17] that the surface elevation due
to honed roughness has a nearly Gaussian roughness distribution,
whereas the roughness elements used by Nikuradse [14] sandgrain
roughness had an extremely narrow bandwidth and would not
necessarily possess a Gaussian distribution, may be of interest and
further investigation is needed. An attempt is made to check the
consistency of Shockling [17] tabulated data for By and AU, for
various values of pipe roughness parameter /,. Based on data
(AU,, h,) of Shockling the constant B and B, are estimated from
fundamental relation (37) with k=0.4 and B=5.5 and relation

86 / Vol. 129, JANUARY 2007

(35b) are marked Sh-R in Figs. 5(a) and 5(b). The data Sh-R
marked by solid triangles is quite close to Nikuradse data, as well
as present prediction (43a), (43b) of inflectional-type roughness
(j=11).

The friction factor predictions (31a), (31b) are universal for all
kinds of roughness, based on the same universal constants as in
Prandtl universal friction factor of smooth pipes, are tested with
sand grain roughness data of Nikuradse and machine surface
roughness data of Shockling [17]. The friction factor, in alternate
transitional rough pipe variables ()\,Red,) from the data of Ni-
kuradse [14] and Shockling [17] shown in Fig. 6(a), collapse on a
universal prediction (31b). Likewise, the friction factor in alter-
nate transitional rough pipe variables (\,Re,) from data of Ni-
kuradse [14] and Shockling [17], shown in Fig. 6(b), also collapse
on universal relation (31a). The data for various types of rough-
ness, in transitional and fully rough regime, provide good support
to the predictions of the universal log laws for velocity profile and
friction factor, based on single parameter Rey or R as appropri-
ate.

The friction factor relations (31a) and (31b) by using roughness
function (41a) and (41b) have been expressed in terms of tradi-
tional Reynolds number, yielding the relations (50) and (51) for
inflectional roughness as well as Colbrook monotonic roughness.
The friction factor relations with j=0 corresponds to Colebrook
[20] monotonic wall roughness, which represent the well known
Moody [21] diagram. Our predictions (50) and (51) for inflec-
tional roughness fit well with data of Nikuradse [14] and Shock-
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ness scale ¢ against h,. Prediction lines (41) and (39) marked
S is for inflectional roughness and marked C is for Colebrook
commercial roughness.

ling [17] for (j=11). The predictions of friction factor for inflec-
tional roughness (j=11) are compared with the data of Nikuradse
[14] and Shockling [17] in Fig. 7(a) against R, and Fig. 7(b)
against Re. For each value of &/h the prediction is represented by
the line, which for large R, approaches to fully rough wall values
and for small R, it merges with smooth wall skin friction law.
Nikuradse [14] and Shockling [17] data shown in Fig. 7(a) and
Fig. 7(b) provide very good support to the proposed prediction in
the turbulent flow existing beyond the upper critical Reynolds
number Re=3000, where N\=0.0213 and R,=77.16. Allen et al.
[22] for a given roughness h, estimated AU, from (h, AU,) dia-
gram from one experiment to another, and considered h=3 A
for Nikuradse data and h=3 h,,; and h=5.78 h,,, for data, for
prediction of the friction factor results. But our closed form pre-
dictions (52) and (53) for inflectional roughness (j=11) are more
accurate when compared with numerical predictions of Allen et al.
[22].

The additional friction factor data, for which velocity profiles
are not given in Nikuradse [14], are also shown in Figs. 7(a) and
7(b). For 6/h=15 and Re< 10% the data begin to depart from
present predictions, and the relaminarization begins, tending to
merge with transition region (2000=Re=3000) data; see also
Fig. 9 of Nikuradse [14] and Fig. 20.18, page 580 of Schlichting
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notes the predictions of By and B; from Shocking roughness
function and roughness (AU,, h+) data and constants k=0.4
and B=5.5. Prediction lines (43a) and (43b) marked S is for
inflectional roughness and marked C is for Colebrook commer-
cial roughness.

[7], that also show relaminarization. As roughness increases &/h
=15, the relaminarization would begin at further higher Reynolds
numbers Re = 10%. _

The friction factor A in the scale R¢\5)\, shown in Fig. 8(a), is
universal behavior, supported by extensive data of Nikuradse [14]
for sand grain roughness data, Shockling [17] for machined honed
surface roughness of Princeton’s superpipe and smooth pipe data
of McKeon [44], Oregon data (McKeon et al. [45]), Patel and
Head [46] and Blasius law [47]. The data compare very well with
predicted universal friction factor (31a), that is explicitly indepen-
dent, but implicitly depends on surface roughness scale ¢ con-
nected with roughness function AU,. The friction factor N in the
traditional scale ReV\ shown in Fig. 8(b) the each roughness data
is described by a particular line that is predicted well by proposed
relation (53). The higher order effects in the present work on
transitional rough pipes may also considered (see Afzal [48]) from
extension of smooth pipe relations of Afzal [49,50].

The Reynolds shear stress relations (23a), (23b) in the inner
and outer variables, expressed in terms of friction Reynolds num-
ber R, become
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T 1 1 IMaw
—=1-—-R!z,+—— (54a)
T, kZ, k dy

T o 1 1dw

—=1-Y-R | —+—— (54b)
- kY "k dY

and location of maxima Z,,,, and maximum value 7,,, expres-
sions (25a), (25b) become

[k,
Z+max = I (55(1)
2
Tmax _ 2 (55b)
Ty VKR,

The above results show that the Reynolds shear stress, just above
the roughness level, does not explicitly depend on pipe roughness.
In a wall bounded turbulent shear flow, the role played by surface
roughness is to shift the origin of normal coordinate for proper
estimation of the Reynolds shear stress (see Fig. 5(a) in Rupach et
al. [2]). Further, the velocity distribution needs two shifts, the
origin of normal coordinate as well as the velocity by an amount
equal to the roughness function.These relations for smooth pipes
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Fig. 7 Comparison of the friction factor \ of transitional rough
pipes data of Nikuradse and Shockling and present predic-
tions: (a) Friction factor A\ vs friction Reynolds number R data
and relation (69). (b) Friction factor A vs Reynolds number Re
data and relation (70).

were first given by Afzal [50] and with k=0.4 the Reynolds shear
stress maxima location yields y, ./ VR,=1.58, whereas the ex-
perimental data predicted 1.85. Based on recent experimental data
of Zanoun [51] in smooth pipes and channels and smooth channel
DNS data of Abe, Kawamura, and Matsuo [52], the location of
maxima y, .. is shown in Fig. 9(a) and maxima of Reynolds
Stress T,max/ 7, 18 shown in Fig. 9(b). The predictions (55a), (55b)
of Afzal [50] shown in Figs. 9(a) and 9(b), compare very well
with the data of Zanoun [51] and Abe et al. [52].

6 Conclusions

(1) Four new roughness scales have been introduced, roughness
scale ¢ connected with roughness function AU,, the inner wall
transitional roughness variable {=Z,/¢, the roughness friction
Reynolds number R, (based on roughness friction velocity) and
roughness Reynolds number Re, (based on roughness average
velocity) where the mean turbulent flow, little above the rough-
ness sublayer, does not depend on pipes transitional roughness.

(2) The velocity profile, in transitional wall roughness inner
variable {=Z,/ ¢, is universal for all types of wall roughness, in
contrast to traditional wall variable Z, or Z/h. Of course, velocity,
profile relation (19) is explicitly independent of wall roughness,
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but it implicitly depends on roughness scale ¢ through inner vari-
able . The outer velocity profiles (20) are also universal, which
supports Townsend’s similarity hypothesis.

(3) The roughness scale ¢ and roughness function AU, from
the Nikuradse and Shockling data compare very well with the
prediction relation (46) and (47) for sand grain roughness (j
=11). The prediction of traditional log law intercepts By and B,
also compare well with the proposed predictions.

(4) The friction factor (31a) based on roughness Reynolds num-
ber Re,=Re/ ¢ and relation (31b) based on roughness Reynolds
number Ry=R./ ¢ are also universal relations, explicitly indepen-
dent of wall roughness. Here constants are the same as in Prandtl’s
universal friction factor of smooth pipes. In traditional variables
the single relation (50) and (51) describe the friction factor for
inflectional roughness of Nikuradse and Shockling for j=11 and
Colebrook monotonic roughness for j=0. The predictions of skin
friction for inflectional-type roughness of Nikuradse for each
value of &/h represents a line which for large R, (or Re) ap-
proaches to fully rough wall limit and for small R, (or Re) it
merges with smooth wall skin friction law.
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(5) The present work, in traditional Reynolds number Re, pro-
vides better predictions of the friction factor when compared with
predictions of Allen et al. [22] based for given roughness &, and
the knowledge of AU, vs h, from one experiment to another, in
the situations of machined honed superpipe roughness data and
Nikuradse sand grain roughness data.

(6) The friction factor data of Nikuradse [14] for §/h=15 and
for Re < 10%, begins to depart from the prediction, and the relami-
narization begins. The data of friction factor monotonically de-
creases, and tend to merge wish transition region (2000=Re
=3000) data. If roughness is increased beyond &/h=15, the
relaminarization would begin at further higher Reynolds numbers
Re= 10" For §/h=15, and Re= 10%, if the turbulent flow in pipe
is maintained, then the present prediction of friction factor would
remain valid.
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Suction was applied asymmetrically to the exhaust of a rectangular subsonic jet creating

a pressure field capable of vectoring the primary flow at angles up to 15 deg. The suction
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simultaneously creates low pressures near the jet exhaust and conditions capable of

drawing a secondary flow along the jet shear layer in the direction opposite to the
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primary jet. This countercurrent shear layer is affected both by the magnitude of the
suction source as well as the proximity of an adjacent surface onto which the pressure
forces act to achieve vectoring. This confined countercurrent flow gives rise to elevated
turbulence levels in the jet shear layer as well as considerable increases in the gradients

of the turbulent stresses. The turbulent stresses are responsible for producing a pressure
field conducive for vectoring the jet at considerably reduced levels of secondary mass
flow than would be possible in their absence. [DOI: 10.1115/1.2375125]

Introduction

The desire for enhanced aircraft, missile, and torpedo maneu-
verability has motivated the search for useful methods of vector-
ing jet exhaust in the harsh environments found in typical propul-
sion systems. Initial control efforts led to the development of
mechanical-based approaches that redirect the jet exhaust using
deflector plates, fins, or the like, to produce the necessary side
forces for altitude control, enhanced pitch, yaw, and roll rates,
emergency deceleration, the redirection of noxious gases, and op-
eration on damaged airfields. At the present time, weight, reliabil-
ity, drag penalties, and complexity remain the chief concerns re-
garding the implementation of these mechanical strategies.
Furthermore, the relatively low dynamic response rates of me-
chanical systems make their employment equally problematic.

In principle, the simplicity of fluidic approaches provides nu-
merous advantages relative to mechanically actuated scenarios,
though fluidic control can be plagued by hysteretic effects and
substantial penalties in terms of the mass flow required for actua-
tion [1,2]. Fluidic strategies are not new, having appeared through
lateral fluid injection, so-called boundary layer control, as well as
the confined use of jet injection [3—7]. More recent approaches to
fluidic vectoring include methods that rely on synthetic jet forcing
of the jet shear layer [8], asymmetric suction [9], fluidic injection
to achieve throat skewing [10], nozzle interior separation control
[11], Coanda effect attachment control using blowing [12], and
periodic excitation of the shear layer in the presence of confine-
ment [13].

The focus of the present study is to examine the physical
mechanisms responsible for achieving fluidic vectoring using a
vacuum source located in the jet exit plane. This configuration is
shown schematically in Fig. 1. The primary jet nozzle is posi-
tioned symmetrically between curved surfaces, hereinafter called
collars, extending downstream of the primary jet exit plane. When
a vacuum source is connected to the gap between the nozzle and
the upper collar as shown in Fig. 1, but not to the lower gap, an
asymmetric pressure field is created sufficient to vector the pri-
mary flow upward as shown in the figure. The feasibility of this
approach has been established for flows ranging between low sub-
sonic to at least Mach two [14,15] and in a variety of geometries
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including rectangular, diamond, and axisymmetric jet cross sec-
tions [16]. An important difference between the approach taken
here and the use of actuators [8] or the suction approach of Lim
and Redekopp [9] is the introduction of an adjacent surface used
to manipulate the entrainment field. While this surface is not re-
quired, per se, to achieve vectoring with suction, it provides flow
guidance which is otherwise difficult due to the sink-like nature of
the imposed vacuum conditions.

While numerous studies have examined the nature of this flow
field [14-17] and reflect the basic understanding that alterations in
the entrained flow are responsible for the jet’s behavior, relatively
little is known about the physical mechanisms causing the flow
turning. In the present study, detailed velocity-field measurements
are described using PIV, which provide new insight into the rela-
tionship between the velocity changes created by vacuum and the
pressure field necessary to vector the primary jet. Specifically, the
data presented below explain why enhanced turbulence plays a
role in the vectoring process. Earlier supersonic PIV measure-
ments [15] only showed the presence of enhanced turbulence,
though it was not possible to study the mechanisms at play due to
the accuracy and resolution of the data, as well as complications
due to compressibility effects.

Strykowski and Krothapalli [18] were the first to study the con-
figuration in Fig. 1, where the jet response was shown to be pro-
portional to the vacuum pressure in the gap between the jet nozzle
and adjacent collar. Subsequent work [14,15] provided detailed
measurements of the jet behavior at subsonic and supersonic con-
ditions. Van der Veer and Strykowski [14] studied the vectoring of
a rectangular jet turned about its long axis at an operating Mach
number of 0.5 and identified both continuous and bistable regimes
of operation. Strykowski et al. [15] examined the flow response at
Mach 2 and outlined key operational parameters governing the
vectoring process; in particular, it was observed that the Mach 2
flow could be continuously vectored up to nearly twenty degrees.
Comparisons made between the subsonic and supersonic studies
were also valuable in illustrating that the vectoring phenomenon
was not dependent upon the presence of shocks in the primary
flow.

More recent studies [19-21] have corroborated the above find-
ings and have provided useful scaling relationships upon which to
base performance. However, these studies have also shown that
the asymmetric introduction of subatmospheric pressure in the jet
exit plane can produce both coflowing and counterflowing second-
ary streams between the jet and the collar surface. Strykowski et
al. [17] opined that the presence of coflow or counterflow would
depend on the performance characteristics of the vacuum pump
relative to the pumping action of the ejecting shear layer itself. In
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Fig. 1 Nozzle-collar configuration illustrating jet response
when vacuum is applied asymmetrically to the jet exhaust

a computational study, Hunter and Deere [21] found that local
velocity profiles between the jet shear layer and the collar surface
may display counterflow over a significant portion of the collar
length, even though the net flow from the vacuum system is in the
direction of the primary jet, i.e., a net coflow through the gap at
the nozzle exit plane.

The objective of the present study was to conduct detailed ve-
locity and pressure field measurements in the neighborhood of the
jet exit and collar surface and thereby begin to unravel the physi-
cal connection between the shear layer dynamics and the jet re-
sponse. In the section to follow we begin by describing the ex-
perimental facilities used to study the fluidic vectoring of a Mach
0.5 rectangular jet. The basic approach was to obtain detailed
pressure measurements on the collar surface using surface-
mounted static taps and document the mean and fluctuating veloc-
ity field using particle image velocimetry, necessary both because
of the reverse velocity in the laboratory reference frame as well as
the high local turbulence intensities observed in this region.

Facilities and Instrumentation

The fundamental configuration studied was shown previously
in Fig. 1. Air is supplied to the primary nozzle at a stagnation
temperature and pressure of nominally 120 kPa and 315 K, re-
spectively, providing steady flow at Mach 0.5 at the primary
nozzle exit plane; the Reynolds number of the jet based on the
short dimension of the nozzle was 1.1X 10° at a representative
exhaust velocity of 175 m/s. The primary flow was delivered to
the fifth-order polynomial two-dimensional nozzle from a regen-
erative blower after having passed through a water-cooled heat
exchanger and flow conditioning elements. The characteristics of
the baseline flow were documented by removing the collars from
the long dimension of the 4:1 aspect ratio rectangular primary
nozzle, thereby allowing unrestricted entrainment of ambient air.
The jet exhausts from the rectangular nozzle having a short di-
mension H=1 cm and a long dimension of W=4 cm. Side walls,
or end caps, were positioned at the end span of the nozzle-collar
configuration to confine the fluid motion to the two-dimensional
pathway between the jet shear layer and collar surface; these end
walls were transparent to accommodate the optical access needed
for PIV. Total pressure surveys taken across the jet centerplane for
the baseline case in the y- and z-directions indicated uniformity in
Mach number distributions to better than 1% outside the sidewall
boundary layers.

Symmetrically placed collars could be variably positioned aft of
the primary nozzle, through a set of parameters including offset
distance G and extension length L; the collar geometry could also
be tailored through its radius of curvature R, where the variables
are coupled through the expression L=R-sin(a). The selection of
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parameters in the present study were not made with performance
optimization in mind, but rather to choose a representative geom-
etry having sufficient scale that pressure and velocity field mea-
surements could be reasonably made in the confined environment.
The collar selected for study was defined by L/H=2.0, R/H
=23, and G/H=0.5.

A ring compressor configured for vacuum was connected to the
nozzle-collar gap through a manifold distributing the subatmo-
spheric pressure boundary condition uniformly across the long
dimension of the jet exit. To further assure that the boundary
conditions were uniform, a dense porous insert was used upstream
of the nozzle-collar gap. Gas drawn into the vacuum system
passed through a laminar-flow element for metering purposes.
This provided accurate volumetric flow rate information at mini-
mal loss in delivered vacuum pressure. The vacuum boundary
condition established in the secondary flow gap G, was captured
in the jet exit plane (x=0) with a flush-mounted static pressure
tap, as seen in Fig. 1, and is denoted by the symbol Apg,, reflect-
ing the fact that gage pressures were measured throughout. Collar
gage pressures were normalized by the primary jet momentum
ijjz.. The study described in detail below was conducted under
three different flow conditions: The baseline condition or unvec-
tored flow; flow vectoring corresponding to approximately 6 deg
of flow turning where Ap,,,/p; ]2:—0.057; and flow ;/ectoring at
14 deg at a dimensionless gap pressure of Apg,,/p; =-0.12.

Measurements of laboratory temperature, primary jet stagnation
temperature and dynamic pressure, secondary mass flow drawn
into the vacuum system, and collar static pressures were obtained
under each set of operating conditions. The jet temperature was
measured using type-K thermocouples sampled in the primary jet
plenum. The temperature was monitored continuously to assure
steady state conditions were maintained during each test run. Pre-
cision mercury thermometers safely mounted in the laboratory
were used to record the laboratory ambient conditions. Stream-
wise collar pressure distributions were acquired with fourteen
static pressure ports flush mounted along the centerline of the
collar in arc increments of 4 deg. To minimize interference effects
between ports, the taps were alternately staggered in the spanwise
direction.

Particle image velocimetry (PIV) was used to capture the in-
stantaneous and time-averaged velocity fields in the jet near field
at the three conditions discussed above, focusing on the details of
the velocity characteristics in the shear layer region between the
jet edge and collar surface. A Continuum Surelite II dual head
Nd: YAG laser was employed to illuminate the center plane of the
z-span of the exhausting rectangular jet, capturing the velocity in
the x-y plane. The approach taken is based on the autocorrelation
technique, namely where a single 1.4 Megapixel digital array
(1340 X 1037 pixels; each pixel was 6.8 um squared) stores the
double-exposed image of the flow made visible by the introduc-
tion of fine particulate that accurately follows the flow. Biasing is
required to remove directional ambiguity using autocorrelation
techniques, and this was accomplished using a balanced spinning
mirror. During post processing, the peak location in the autocor-
relation function is identified (excluding the self correlation peak);
furthermore subpixel accuracy is achieved using a Gaussian
curve-fit algorithm. Image capture and processing was accom-
plished using the TSI Insight Software System.

The interrogation spot size of a PIV measurement was carefully
determined. Mean velocities between the primary jet and collar
wall were expected in the range of 220 to —110 m/s, requiring the
rotating mirror. The effect of the mirror (set to 70 Hz) is to offset
this range to entirely positive values, hence increasing each dis-
placement vector magnitude. The available CCD image area,
coupled with the findings of Prasad et al. [22], suggest that a
64-pixel resolution sufficiently reduced bias error and was chosen
for this reason. A downside of this choice is some sacrifice in
terms of spatial resolution, though as the results will show, the
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general trends of the data indicate that the observations made are
sufficiently robust to be elucidated from the data sets.

Convergence studies were conducted to assess measurement
uncertainty using the autocorrelation technique. The largest uncer-
tainties were found in the shear layer itself, as this flow region is
highly three-dimensional and dropouts occur due to out-of-plane
particle motion. Statistics were taken when processing N instan-
taneous velocity fields, where N varied up to 500 images. While
convergence in the primary jet and secondary flow path achieved
errors less than 1% after 150 field averages, similar levels of
accuracy required nearly 350 images for convergence in the shear
layer; accuracies at this level could not be achieved in the region
immediately downstream of the nozzle trailing edge and hence
data were not reported in this region. It must be remembered that
even if 350 images are captured, it is typical that some vector
dropouts will occur. To assure that each measurement point had a
minimum of 350 valid vectors, total record lengths of 500 images
were used throughout the study. A more detailed discussion of the
bias and precision errors associated with this approach is given by
Gillgrist [23].

The tracer particles used to follow the flow were generated
using a Laskin nozzle. The nozzle is driven by house compressed
air and creates a fine oil mist that was introduced into the main jet
plenum as well as a reservoir supplying the ambient neighborhood
surrounding the jet. Droplet size distributions produced using this
type of generator are in the submicron range, and can be shown to
accurately follow the flow under the conditions examined here
[24].

Flow Response to Suction

Experiments were conducted to examine the response of the
rectangular jet when the vacuum system was connected to the
upper gap in Fig. 1. We begin by describing the global response of
the jet to the applied vacuum, and follow the discussion with a
detailed look at the instantaneous and mean velocity-vector fields
established between the jet and collar surfaces. During the experi-
ments, the lower gap was left open to atmosphere to allow rela-
tively free entrainment of ambient gas into the lower jet shear
layer. The effective thrust vector angle of the jet was determined
as a function of the suction level developed in the gap using a
momentum balance. A control volume was taken coincident with
the jet exit plane and the two collar surfaces, incorporating the
momentum flows of the primary and secondary streams as well as
the pressures measured on the collar surfaces. The jet deflection
8, was determined as tan™'(R,/R,), where R, and R, are the net
axial and side forces acting on the nozzle-collar hardware. At each
setting of the gap pressure, Apy,, the mass drawn into the
vacuum pump was metered and is denoted as i, (secondary mass
flow) and was compared to the primary jet mass flow rate m,,. For
all operating conditions the secondary mass flow through the
vacuum pump originated in the ambient and was drawn in the
direction opposite to the primary jet, namely the secondary mass
flows represent countercurrent flow between the primary jet and
collar surface.

Figure 2 illustrates the flow behavior for primary jet deflection
angles up to approximately 15 deg. As the magnitude of the
vacuum source is increased relative to the primary jet momentum,
the jet increases its deflection and produces a concomitant in-
crease in the secondary mass flow drawn through the vacuum
system. Due to the relatively large gap between the jet and collar
(G/H=0.5) the secondary mass flow rates are significant. For ex-
ample, for the two primary vectoring cases considered here, cor-
responding to angles of 6 and 14 deg, the secondary mass flow
rates were 7.3% and 8.6%, respectively. As reported in earlier
studies using vacuum [15,16] the secondary mass flow require-
ments are proportional to the gap height and hence can be de-
creased considerably by employing a more compact geometry;
these studies also revealed that the secondary flow can be de-
creased as the Mach number is increased. The impact on second-
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Fig. 2 Normalized gap pressure and secondary mass flow re-
quirement as a function of primary jet turning angle

ary flow can be appreciated at the larger deflection angles, where
the secondary mass flow requirement appears to asymptote as a
consequence of the proximity of the jet to the collar at higher
values of 9,, namely a doubling of the jet deflection requires only
a modest (20%) increase in mass flow. However, for the purposes
of the present investigation the relatively large gap was chosen to
facilitate the study of the velocity field between the jet and collar
using PIV.

We begin the discussion of the detailed velocity field by focus-
ing on the upper jet shear layer for the unvectored baseflow. These
baseline conditions were achieved by disconnecting the vacuum
source from the upper shear layer and matching the nominally free
entrainment conditions in the upper and lower shear layers. In-
stantaneous velocity-vector fields are shown in Fig. 3 with empha-
sis on the region between the jet and collar. The images provide a
sense of the temporal variations of the velocity field at a particular
flow condition and will be compared shortly to the flow response
during vectoring. Note that interrogation spots are left empty at
locations where the autocorrelation peak could not be detected
above the noise, i.e., no smoothing or interpolation was performed
on the data. These dropout points were minimized to the extent
possible by the appropriate selection of seed and PIV parameters,
but are fairly common in autocorrelation mode PIV.

Turbulent structure is resolved in the downstream half of the
domain. The direction of the velocity vectors in the shear layer
indicates counter-clockwise rotating fluid, illustrating the nature
of entrained secondary flow into the primary jet shear layer. The
variation in size and location of shear layer structures shown in
Fig. 3 are indicative of many images examined at these flow con-
ditions, and correspond to integral length scales on the order of
0.2-0.3 H. A close examination of instantaneous vectors in the
secondary stream suggest that a considerable fraction of the en-
trained gas originates from ambient fluid entering the collar space
from downstream, as opposed to that originating via the path
which is ultimately connected to the vacuum source. This balance
will be shown next by examining the time-averaged flow field.

The mean velocity field and corresponding streamline pattern is
provided in Fig. 4 for the baseline conditions. These fields may be
thought of as containing three regions: a lower region of the jet’s
potential core, an upper region of comparatively stagnant fluid,
and the shear layer. In each of these regions the vectors were
obtained by ensemble averaging 500 instantaneous fields; while
the detection rate was as high as 98% in the potential core, rates
closer to 70% were typical in the shear layer.

Figure 4(a) provides a zoomed out view of the baseline mean
velocity field and Fig. 4(b) is the corresponding streamlines fo-
cusing on the region outside the jet potential core (streamlines
were removed from the potential core for clarity). The streamline
pattern indicates that the presence of the collar manipulates the
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Fig. 3

otherwise free entrainment process that would be present. Integra-
tion of the velocity profile in the secondary flow path suggests that
the net flow entering the jet shear layer from the suction gap
results in a coflow of less than 1% of the primary jet mass. En-
trainment also originates from downstream of the collar, seen
flowing counter to the primary jet along the collar and eventually
being ingested by the primary flow and ejected downstream with
it. The pumping action of the shear layer leads to a slight reduc-

y/H

y/H

x/H

Fig. 4 Time-averaged velocity fields and streamlines for the
unvectored baseflow. Dashed lines in (b) appear where the
streamline does not represent the actual flow field
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Instantaneous velocity-vector fields in the upper shear layer of the
jet taken for the unvectored baseflow

tion of the pressure in the jet near field as indicated by a normal-
ized gap pressure of Apgap/ijjz:—0.00IS.

As discussed previously, two flow conditions corresponding to
vector angles of approximately 6 and 14 deg were examined in
detail, and will be referred to as the moderately and highly vec-
tored cases, respectively. The first case to be discussed is when the
primary jet experiences moderate vectoring and occurs when the
vacuum system is connected to the upper collar gap at a level of
Apgap/ijjz-=—0.057. Instantaneous velocity fields depicting the
central portion of the upper shear layer are presented in Fig. 5.
These representative images illustrate the considerable temporal
variation observed in the instantaneous fields required to turn the
primary jet. The disturbance level as indicated by the integral
scale of the shear layer structures is considerable when compared
to the unvectored base flow seen in Fig. 3. Rough estimates indi-
cate that the largest scales of turbulence are of the order of
0.5-0.75 H. Also notice that the qualitative behavior of the coun-
terflowing secondary stream appears uniform and regular in cer-
tain regions and quite disturbed in others, though large numbers of
images consistently indicate that the large structures are concen-
trated in the shear layer and typically do not penetrate all the way
to the collar surface. Finally, there appears to be enhanced cross-
stream turbulent transport of momentum insofar that structures are
of sufficient energy to penetrate substantially into the high mo-
mentum gas of the primary Mach 0.5 stream.

The average flow characteristics during moderate vectoring are
shown in Fig. 6. Mean flow vectoring can be assessed from the
velocity-vector field by averaging the deflection of the flow within
the jet potential core. This was accomplished by considering vec-
tors whose magnitude was within 90% of the centerline value,
thus excluding the flow in the shear layers and beyond. This is a
reasonable approach due to the momentum flux scaling with the
square of the velocity magnitude. The core experiences very little
deflection up to x/H ~ 0.4, after which the jet turns continuously,
eventually achieving a mean angle of 5.7 deg at x/H~ 1.8 at the
end of the PIV domain. The pressure field to be presented below
indicates nearly atmospheric pressure at the downstream most ex-
tent of the collar (x/H=2) suggesting that flow turning will cease
at that location as well.

The other interesting feature of the mean velocity-vector field is
the significant magnitude of the reverse velocity observed in the
neighborhood of the collar, where a nearly potential flow is estab-
lished with negative velocities as high as 60 m/s, or 34% of the
velocity of the primary jet in the nozzle exit plane. Vectors
throughout the secondary flow path show counterflow levels con-
sistently from 20% to 30% of the primary jet velocity, which
should be compared to levels less than 3% in the unvectored base-
flow. The counterflow velocity profiles outside the shear layer are
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Instantaneous velocity-vector fields in the upper shear layer of the

jet taken for moderate vectoring; Apgap/p,U,?=-0.057

generally uniform in the cross-stream direction, though the width
of the flow path is considerably smaller than observed in Fig. 4.
This is naturally a result of the movement of the primary jet to-
ward the collar, but is also due to the turbulent diffusion accom-
panying the flow structures seen in the instantaneous fields. The
accompanying mean flow streamlines in Fig. 6(b) illustrate that
much of the secondary flow drawn past the collar is ultimately
ingested by the primary jet resulting in a net secondary mass flow
drawn into the vacuum system of 7.3% the primary jet mass.
Finally, a close observation of the primary jet velocity profile near

y/H

y/H
1.0

0.5

x/H

Fig. 6 (a) Time-averaged velocity field and (b) streamlines for
moderate flow vectoring; Apgaplp,-UI?=—0.057
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the nozzle exit appears to have a small cross-stream gradient,
namely a skewness, associated with the nonsymmetric pressure
boundary condition imposed across the nozzle exit. The control
volume used to compute the resultant forces on the nozzle-collar
assembly incorporated this skewness into the momentum balance.

Measurements made at the highest vector angle, corresponding
to a gap pressure of Ap,,,/p; J2.=—0.12, are summarized in Fig. 7.
The instantaneous vector images reveal the rather violent nature
of the flowfield between the primary jet and collar. The turbulent
structures scale on the order of H and are consistently observed to
penetrate well into the jet potential core as well as to the collar
surface; seldom was potential fluid motion observed in the sec-
ondary flow path in contrast to the case for moderate vectoring
seen in Fig. 5. The absence of secondary potential flow is con-
firmed in the mean vector field as well, where the magnitude of
the reverse velocity is seen to increase continuously toward the
collar. (The PIV approach taken did not allow for accurate inter-
rogation of the velocity field within the boundary layer developed
on the collar itself.) The flow in the secondary flow path no longer
appears irrotational, hence the role of a Bernoulli-type pressure
drop may not play a significant role under these conditions. The
movement of the jet towards the collar causes a reduction in avail-
able flow cross-sectional area for the secondary stream. Using the
streamlines as a guide, the reduced flow path may lead to addi-
tional flow acceleration in the secondary stream. This in part could
explain the lower pressures needed to vector the flow from 6 to
14 deg, although significant acceleration is not observed in the
velocity fields as compared to the moderately vectored flow sug-
gesting that a different mechanism is at work at the highest angle
of flow deflection.

Interpreting Velocity and Pressure Fields

To further evaluate the physical source of the pressure drop
along the secondary flow path, collar surface pressure distribu-
tions were examined together with averaged velocity field data.
The static pressure distribution along the collar is shown as solid
symbols in Fig. 8 for the moderately vectored jet. (The value of
the ordinate at x/H=0 corresponds to the gap pressure, Apg,,.)
The integrated collar pressures provide the net force per unit depth
applied to the collar assembly. The pressure approaches zero gage
near the end of the collar; the slightly negative static gage pres-
sure at the downstream collar extent is expected since the flow
from the ambient to the collar has accelerated from stagnation
conditions as it enters the secondary flow path. As the flow travels
farther along the collar toward the nozzle it accelerates giving rise
to a reversible pressure drop, however, there will also be irrevers-
ible pressure loss since the fluid must work against the lateral
turbulent diffusion of the shear layer.
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The origin of these pressure changes was assessed by comput-
ing the frictionless pressure drop along the secondary flow path.
This was accomplished by selecting a representative streamline
approximately coincident with the maximum secondary velocity,
though the results were not highly sensitive to this selection due to

. / collar pressure

0.06
_Ap
2
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0.04 isentropic
0.02-

| | |
0 0.5 1.0 1.5

x/H
Fig. 8 Collar static pressure distribution and theoretical pres-

sures computed assuming isentropic acceleration along the
secondary flow path; moderate flow vectoring
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the nearly uniform velocity distribution in the secondary stream;
see for example Fig. 6(a). The computed isentropic pressure pro-
file is obtained from a compressible form of the Bernoulli equa-
tion using the measured peak velocities in the secondary flow path
and is included in Fig. 8; it is seen to agree reasonably well with
the measured surface pressure distribution, particularly away from
the nozzle. However, the curves display deviations exceeding the
uncertainty estimates for streamwise positions less than x/H~ 1,
indicating that the measured pressure losses in that region exceed
the predictions for isentropic flow.

To place these trends in context, a similar analysis was con-
ducted for the measured collar pressure distribution for the highly
vectored jet; these results are shown in Fig. 9. The collar pressure
distribution achieves vacuum levels nearly twice the value mea-
sured in Fig. 8, but this should be expected since the lateral collar
force should more than double to achieve an increase in flow
vectoring from 6 to 14 deg. As fluid enters the restricted second-
ary flow path near the end of the collar, its reversible acceleration
accurately predicts the measured pressures. However, as the flow
propagates further along the path, the ideal flow analysis drasti-
cally under predicts the collar static pressures. The absence of a
well-defined potential core in the highly vectored jet would dispel
the expectation that reversible flow mechanisms would be at play.
The irreversible pressure losses are clearly associated with the
highly turbulent nature of the flow field in the curved shear layer.
For example, the magnitude of the secondary flow velocities in
the moderately and highly vectored cases, shown in Fig. 6(a) and
7(b), respectively, are quite comparable yet the pressures are con-
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siderably lower in the latter case. This is to be expected for a
friction dominated process and is advantageous in the present situ-
ation, producing high flow turning at modest secondary flow pen-
alties. As shown in earlier studies [16], the thrust loss coefficient
is relatively insensitive to counterflow level, indicating that the
irreversible mechanism does not sacrifice vectoring performance,
yet achieves the control at a considerably lower mass flow penalty.

It is clear that vectoring is a response of the jet to a cross-
stream pressure gradient. A free jet issuing into an ambient envi-
ronment will create a slightly negative pressure at the jet bound-
ary; the slight negative pressure generates the entrainment flow.
Engulfment of ambient air by turbulence near the jet boundary is
the driving mechanism for this slightly reduced pressure. Turbu-
lence control impacting the entrainment will also affect the local
sub-atmospheric pressure near the jet. For example, the asym-
metrical forcing of the jet periphery may lead to flow turning
under unconfined conditions as shown by Smith and Glezer [8]
and Lim and Redekopp [9]. The partial confinement created by the
collar magnifies the effect of mixing control on the cross-stream
pressure gradient, in other words, at transmitting the vectoring
effect to the nozzle through the potential fluid. Confinement re-
stricts the freedom of entrainment, leading to lower pressures near
the jet.

Consider a planar free jet with collars placed symmetrically as
illustrated in Fig. 1, but with both suction gaps open to atmo-
sphere. As natural entrainment causes a subtle pressure reduction
in the jet near field, the proximity of the collar causes the entrain-
ment flow to accelerate into that region, lowering the local static
pressure on both sides of the jet. Under these circumstances the
pressure reduction causes ambient air to be drawn through the
suction gap in a coflowing manner as in a common ejector pump,
albeit inefficiently due to the outwardly curving collar design. No
vectoring is observed since the cross-stream pressure gradient is
nominally zero due to symmetry. Under strong confinement, un-
steadiness in the jet can lead to temporal cross-stream pressure
gradients sufficient to cause attachment to the either collar. This is
a bistable hysteretic operating regime that is undesirable [14].

Consider now the moderately vectored jet that has been shown
to produce substantially low collar pressures through essentially
reversible flow acceleration. In this situation, the upper gap is
connected to a suction system and a modest amount of pumping is
applied. The pumping causes a reduction in the pressure in the
region between the collar and the primary jet, inducing ambient
air flow into the collar region due to the pressure difference. As
long as potential flow can be maintained in the secondary stream
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the mixing characteristics of the shear layer will play a minor role
in the global response of the jet. However, if the shear layer can
be manipulated to augment its entrainment—for example, using
external forcing from microjets, vortex generators, MEMS, etc.—
then any increase in entrainment will reduce the pumping require-
ments of the vacuum system. In the present geometry the coun-
tercurrent shear is the mechanism by which the mixing is being
controlled, however, under the conditions of the moderately vec-
tored jet this mechanism is not particularly efficient.

Now consider the situation that occurs for the highly vectored
jet. As the suction is increased, irreversible pressure gradients be-
gin to play a significant role in the vectoring process (Fig. 9). The
basic physical mechanism at work here is the interplay between
the vacuum source and the resistance to the secondary flow cre-
ated by the primary jet. The equilibrium that is reached depends
on the resistance elements in the flow path, of which the dynamic
nature of the turbulent stress field is a critical element. Recent
studies indicate that the stresses in a turbulent planar shear layer
increase dramatically when counterflow is present at levels ex-
ceeding approximately 13% of the primary flow velocity [25]. The
connection between the stress and pressure fields can be seen in
the Reynolds-averaged Navier-Stokes equations, which when cur-
vature effects are neglected, take the form (x-momentum)

R S e i i
pu&x pv&y x pr p&x P dy
Note that the gradients in the z-direction are considered negligible
relative to x and y, and have been removed.

Although the cross-stream pressure difference is the driving
force for the vectoring effect, the low pressure along the collar
must be sustained in the streamwise direction. In principle, the
streamwise pressure gradients can be achieved through appropri-
ate modifications of the turbulence leading to gradients in the
Reynolds stresses, as indicated by the equation of momentum con-
servation shown above. Figure 10 shows the cross-stream turbu-
lent transport term u'v’/ U? for the baseline and highly vectored
cases. The difference between the two distributions is quite dra-
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matic. While the accuracy of the second order turbulent statistics
is limited by the sample size and is approximately 12%, the dif-
ferences in the two distributions is considerably larger than this
uncertainty. Peak levels increase by a factor of approximately
three to five for the case with suction. The increase in shear (AU
across the shear layer) for the countercurrent shear layer is about
30%, thus the increase in turbulent stresses is primarily due to
enhanced turbulent production mechanisms. Peak turbulence lev-
els are greater than that found by Forliti et al. [25] for fully de-
veloped planar countercurrent shear layers at comparable mean
flow conditions. The enhanced turbulent energy observed for the
vectoring application may be attributed to limitations in the diffu-
sion of turbulent energy caused by the confinement.

As indicated in the Reynolds averaged transport equation, the
gradients in the turbulent stresses are more important in develop-
ing streamwise pressure gradients than the peak levels in the shear
layer itself. Furthermore in the present application the cross-
stream gradients are much larger than those in the streamwise
direction indicating the importance of the term u'v’ relative to
u'?. Cross-stream Reynolds stress profiles are shown in Fig. 11 for
the unvectored and highly vectored flow conditions taken at the
mid-plane of the collar (x/H=1). Reynolds stresses in the shear
layer of the highly vectored flow are not only significantly larger
in magnitude than the base flow, but are sustained across the sec-
ondary stream toward the collar. (Reynolds stresses were not com-
puted beyond y/H~1 due to measurement uncertainty in the re-
gion very close to the collar.) A comparison between the turbulent
shear stress gradient and the observed pressure gradient along the
collar surface shows agreement within approximately 30%, with
the difference likely caused by the nominally large uncertainty in
the spatial gradient of the Reynolds stress as well as other effects
including streamline curvature. A similar RANS-based approach
has been used to explain the streamwise pressure gradient charac-
teristics of reattaching shear layers [26].

The shear layer of the vectored flow is in close enough prox-
imity to the collar that stress gradients remain finite to the collar
surface. The efficiency of the countercurrent shear layer in pro-
ducing energetic turbulence over a large spatial domain benefits
flow control in this application. Presumably the lower secondary
mass flow rates observed in other studies [15,16] to achieve com-
parable flow turning, benefit from the smaller cross-stream dis-
tance G/H of the collars used in those investigations. Certainly
the presence of turbulent stresses allows for the development of
larger pressure differences by irreversible means at reduced mass
flow levels as compared to reversible mechanisms alone.
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Concluding Remarks

Intuition might suggest that reversible mechanisms such as seen
in the moderately vectored flow reported here would be desirable
for optimal fluidic vectoring, however the irreversibility caused by
the turbulent stress field is advantageous for several reasons. First,
we can expect that the secondary mass flow required to achieve a
higher streamwise pressure gradient will be less when that field is
created through irreversible mechanisms. This would support a
system design to create vacuum at relatively low volumetric flow
rates, e.g., an ejector pump. It also suggests that seeking ways to
further enhance the head loss, such as additional high-loss restric-
tive elements, may also be beneficial. Second, if we restrict our-
selves to reversible secondary streams, we are limited to pressure
ratios on the order of one-half to avoid choking in isentropic flow.
The choking requirement has no such constraint when turbulent
stress gradients create the pressure field (e.g., as in classic Fanno
flow [27]). Finally, to minimize external drag it is essential to
reduce the cross-stream extent of the collar hardware, leading to
small secondary flow gaps, G, and the need to design systems that
will be dominated by the turbulent stresses.

While many other mechanisms have been proposed to locally
alter the pressure field sufficient to vector the flow (e.g., Coanda
effect, wall suction, blowing, etc.), few have been shown to pro-
vide the desired proportional control at low actuation penalties. It
is the countercurrent shear layer interaction with the collar surface
that causes the observed irreversible pressure drop. In practice,
any means of facilitating such a stress field could be used to
vector the flow, but generating such turbulence levels with other
flow control strategies may be very difficult to realize and high-
lights a unique benefit of countercurrent shear.
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Experimental and Analytical
Study of the Pressure Drop Across
a Double-Outlet Vortex Chamber

This paper presents experimental and analytical results concerning the pressure drop and
the core size in vortex chambers. The new formulation is based on the conservation of
mass and energy integral equations and takes into account the presence of two outlet
ports. The diminishing vortex strength is introduced through the vortex decay factor. The
influence of vortex chamber geometry, such as diameter ratio, aspect ratio, and Reynolds
number, on the flow field have been examined and compared with the present experimen-
tal data. It is shown that the presence of the swirl velocity component makes the pressure
drop across a vortex chamber significantly different than the familiar unidirectional pipe
flow. When the chamber length is increased, the vortex diminishes under the action of
[riction, producing a weaker centrifugal force which leads to a further pressure drop. It
is revealed that by increasing the Reynolds number, the cores expand resulting into a
larger pressure coefficient. For a double-outlet chamber where the flow is divided into
two streams, the last parameter is found to be less than that of a single-outlet.

Canada

1 Introduction

Swirling flows occur in many engineering applications, such as
vortex separators, pumps, gas turbine combustors, furnaces, spray
dryers, vortex combustors, and gas-core nuclear rockets. In mod-
ern combustors, swirl is used to produce good mixing and to
improve the flame stability. In furnaces and incinerators, swirl
keeps the solid fuel in suspension, increases its residence time,
and compels even the most difficult (low calorific value) fuel to
burn completely. In all confined vortex applications, it is impor-
tant to adequately understand the overall flow field evolution as a
function of both the geometrical and flow parameters. Knowledge
of these flows will improve the design and performance of a va-
riety of vortex devices.

Two interesting features of the flow of practical importance are
the pressure drop of the fluid as it flows through the chamber and
the dimensions of the viscous core region. The pressure drop
across a vortex chamber with a single-outlet has been the subject
of several papers. Shakespear and Levy [1] reported on experi-
mental findings with respect to the pressure drop and the core size
in a vortex chamber with a rotating permeable inlet assuming a
potential flow. Vyas and Majdalani [2] have shown analytically
that the pressure drop and the core size are a function of the aspect
ratio and Reynolds number. Yang [3] has studied the vortex
throttles, and has found that the pressure drop across the vortex
throttles occurs through the axial throttling port by the dissipation
of the high tangential velocity. Escudier et al. [4] demonstrated
experimentally the axial and swirl velocity distributions using
LDA measurements. The experiments revealed a remarkable
change in the vortex core structure as the exit diameter hole is
reduced. Kreith and Sonju [5] studied the decay of swirl in a long
pipe. The swirl was induced by tangential jets along the periphery
of the pipe. The experiments indicated that the vortex decay in-
creases as the Reynolds number decreases. Osami [6] has shown
experimentally that the swirl intensity decays downstream as a
result of wall friction, and that the core size is dependent upon the
upstream conditions. Steenbergen and Voskamp [7] have shown
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that the vortex decay appears to vary with the Reynolds number in
the same way as the friction factor in a pipe flow. The core size
structure inside a vortex chamber has a wavy variation; see Dar-
mofal et al. [8]. Meanwhile, the core structure based on the laser
doppler anemometry (LDA) measurements of Escudier [9] con-
firm that the variations are very small. In addition, the experimen-
tal visualization results of Lam [10] and Alekseenko et al. [11]
showed that the core of the vortex remains approximately the
same throughout the chamber, and the amplitude of the oscilla-
tions was found to be small in comparison with the size of the
vortex core.

Previous literature dealt with a chamber with a single outlet
port, but some of the important industrial vortex devices deal with
double-outlet ports, such as the dust separator, the vortex pump,
and the cyclone which is used in the fluid catalytic cracking
(FCC) unit. Good understanding of the pressure drop leads to an
improvemant of the cyclone efficiency and minimizes the pollu-
tions like SOX, NOX, and particulate emissions. Also, the double-
outlet configuration is used in the heat exchanger to enhance the
heat transfer in vortex tubes, where the air flow splits into two
parts—cold air at one end and hot air at the other.

The experimental and analytical work by Vatistas and Sakaris
[12] dealt with a double-outlet chamber configuration. The ana-
Iytical model gives satisfactory results for very high Reynolds
number and an aspect ratio equal to one, while it is inadequate for
low Reynolds numbers and an aspect ratio of greater than one.

The purpose of this paper is to study the pressure drop and the
core size both experimentally and analytically in double-outlet
chambers at different lengths, exit holes, and Reynolds numbers.
The experimental results will be shown to correlate well with the
theortical findings.

2 Experiments

The present experiments have been conducted using a jet-
driven vortex chamber similar to the one utilized by Vatistas et al.
[13]. The main difference between the two is that in the latest
version, shown schematically in Fig. 1, two vortex chambers
made of Plexiglas with two lengths (L;,L,) are used. They have a
cylindrical configuration with constant cross-sectional area (A,
=153.86 cm?), and the two axes of the chambers are horizontal
with respect to the ground. Swirl is imparted to the fluid via the
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Fig. 1 Experimental setup

vortex generator shown in Fig. 2. It has four perpendicular air
inlets where the compressed air is introduced. The required set of
inlet conditions is obtained by the insertion of the appropriate
vortex generator block (swirler) into the vortex generator assem-
bly along the periphery of the vortex generator (the vortex gen-
erator was made from aluminum and mounted between the two
chambers). A number of inclined inlet holes (16 holes) with inlet
diameter d;,=1.267 cm are drilled at a specified angle ¢=30 deg.
When the air flow passes through the swirler holes, it is guided
and enters both vortex chambers in the tangential (V;,) and radial
(V,4n) directions so that swirl is formed inside the chambers. For
the experiments reported here, the first chamber length was fixed
at L;=42 cm, and its exit hole diameter was fixed at 2R,
=1.879 cm. Three lengths were used for the second chamber, and
they were varied from L,=42, 61, and 122 cm. Their exit hole
diameters (2R,,) were also varied from 1.879, 1.976, 2.164,
2413, 2.649, 2.794 and 3.175 cm. The static pressure is measured
by a series of taps located ahead of the tangential ports (see Fig. 2)
and is averaged by connecting in parallel all the pressure pick-up
tubes into a common tube. The measurements of the mean gauge
pressure (P;,—P,) were obtained using a U-tube filled with Me-
riam oil, having a specific gravity equal to 1.00. The estimated
uncertainty is less than +8% for the pressure drop measurements.
The measurements were made at three inlet air flow rates (Q;,):
0.0117, 0.014, and 0.0187 m3/s, which correspond to three Rey-
nolds numbers (R,,): 7245, 8694, and 11,592, respectivelly. This
is defined based on the average axial velocity as

_ 4Qin

eo
vmD,

A rotameter is used to measure the volumetric flow rate of the
inlet air. This was carefully calibrated in standard conditions (1
atmosphere and 20+0.5% °C). For the flow rate used, the uncer-
tainty was estimated to be +2%.

» Pressure taps
locationg

Fig. 2 Vortex generator
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Fig. 3 Outlet flow boundary conditions

3 Analysis

The energy equation is considered for strong swirl, steady, con-
stant viscosity, axisymmetric, and incompressible flow. In order to
simplify the problem several assumptions are made. These are:
The pressure and the total velocity at the inlet are both uniform;
the radial velocity at the exit is neglected since it does not have
the space to develop; and at the double-outlet exit the pressure is
ambient. The energy balance over the control volume enclosing
the chambers yields

R,
P 1 alp, 1 1
< m+_Vi2n)Qin= _“_|_—V21+—V721 V..2@rdr
p 2 po 2% 2]

R

ez Pa 1 2 1 2
+ —+ Vot SV, (Vo2ardr
p 2 2

Rey
(1)
The swirl velocities at the vortex chamber exits (shown in Fig. 3)
are based on the free vortex model and given by

_ar
oy
Vo=

I' is the vortex circulation and is given by

I'=2#R,V,

oV ¢in
and the inlet tangential velocity (shown in Fig. 4) is defined as
Vzpin = Vin COS(‘P)
The bulk of the energy loss is assumed to occur across the vortex
chamber and it is mainly associated with the decay of the swirl

velocity. The vortex decay factors o; and &, defined here are simi-
lar to Jawarneh et al. [14] as

s
l_()in

O,
&=—
T 0

in

where the vortex strength at the inlet is given by

Fig. 4 Inlet flow boundary condition
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Average axial velocities are assumed at the exit ports of the cham-
ber (see Fig. 3) and are given by

[
Vzl =
W(Rgl - Ril)
v, = 0,

z ’7T(R2 —R22)

From the continuity equation

Oin=01+0
or l=y+v9
where
1 )
=" Y= and Q;=VjA;
Qin Qin " e
Energy Eq. (1) becomes
Ln(ﬁ)
Py, R, 1
+> W)Q —On+ ()01 e+ S Vad
( o in~— in in (R f]) 2 zl
R,
Ln( Rd) |
(5ZQm) [ (Rz _Rz ) EvszZ (2)
2
If the dimensionless parameters are defined as follows:
2AP
C,= p—vizn, AP=P, - P,,
L2 Ain
= _’ o=
L A,
R(.l RcZ
X1 = X2 =
Rcl Re2
R R
L=—" &H=—%
Rel Re2
where C, is the pressure drop coefficient. The rest of the
parameters

AP’B,a,XhXZ’fl’fz

are the static pressure difference between the inlet and outlet pres-
sure, aspect ratio, area ratio, the dimensionless core size at exit
(1), the dimensionless core size at exit (2), the diameter ratio at
exit (1), and the diameter ratio at exit (2), respectively. Then the
energy (Eq. (2)) becomes

Ln[x,]
2 2 2 I
—2cos &
§47/1 2)2 (@)éin =)
o
Ln[x,]
2%“7’2 -2 cos (@) &y S5 ~
) (1- Xz)
Cn (3)
Since y,=1-7; at given design geometry parameters
(é1,6.¢,a,P), then
szfn(XI’XZ’glﬁcsZ’ 71) (4)

There are five unknown variables, so five equations are required.
The first equation comes from the comparability of the pressure.
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Since the two chambers share the same inlet static pressure, and
the outlet pressure for both chambers is ambient, then

Cpl=Cp2
or
L
2-’§47’1 —2 cos ()&, 8 n[Xlz]
1) (1-x7)
Cor
- P~ 2cos)
2 2(1_)(%)2 272 Z(I_Xg)
e 5)

Equation (3) reveals that C, is unbounded when y; and Y, tend to
zero or one, therefore, there must exist 0<y;<<1 and 0 <y, <1
such that C,, is the minimum. The latter required that

aC,,

Topl =0.0

24

or

4a,0®xt - b {(1 - xD?+2xi(1 - x)Ln[x,]}=0.0  (6)

and

or

da,a?x5 - bo{(1 - x3)* +2)3(1 - x)Ln[x, [} = 0.0 (7)

where ay, by, a,, b, are defined as
=6y,
by =27, 6; cos*(¢)
a= 0125%7;2

by= 2725% cos’(¢)

Based on the experimental results of C,, the least squares tech-
nique error will be implemented according to the formula

E= 2[ pexpz

where N is the total number of measurements, C, ., is the mea-
sured pressure drop coefficient, and C), jeor is the theortical pres-
sure drop coefficient as given in Eq. (3).

The necessary last equation to close the system comes from the
fact that the chamber length L; was kept constant, while the vor-
tex decay factor & has to remain constant at a given Reynolds
number. In this case the solution to the set of Egs. (5)—(8) begins
at the aspect ratio 8=1.00 (L,=L,), where the vortex decay factor
8, is equal to &,. Then the pressure drop coefficient is a function
of four parameters

p theor 1]2 (8)

Cp=fulX1:X2:01: 1) )
The last equation is solvable since it has four variables with four
equations. Now, if the aspect ratio B(L; <L,) is increased while
keeping the same Reynolds number, the vortex decay factor & is
known from the previous step, and the pressure drop coefficient is
given by

szfn(XbXZ’aZ”)/l) (10)

The last equation is solvable since there are four unknowns and
four equations.
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Fig. 5 Pressure drop coefficient at aspect ratio =1.00 for dif-
ferent Reynolds numbers (11,592, 8694, 7245). The solid lines
represent a double-outlet chamber while the dashed lines rep-
resent a single-outlet chamber.

4 Discussion of Results

The present model has two limiting factors: (i) For low contrac-
tion ratios (i.e., & <4.0), the intense swirl condition is reduced
resulting in more than 8% error; and (ii) for high contraction
ratios (i.e., &>7.5), the compressibility effects are evident (see
Jawarneh et al. [14]).

In this study, the flow is dominated by an intense confined
vortex where the tangential velocity is several orders of magni-
tude larger than the radial and axial velocity components. So,
there is a strong centrifugal force which decays with the length,
thus shaping the development of the overall flow-field. Some of
the kinetic energy is dissipated as thermal energy by the viscous
action due to friction at the toroidal recirculation flow area and the
contraction joint (the exit hole). The head losses do not appear as
explicit in the energy equation as the pipe flow. It can be taken
into account if the detailed flow field inside the chamber is known.
Since the latter is presently not available, an attempt will be made
here to include it through the reduction of the swirl kinetic energy.
It is implicitly included through the vortex decay factor, which
represents the bulk of the energy loss across the vortex chamber.

The estimated uncertainty for the pressure drop coefficient C,
has appeared at a maximum of +8%. Figures 5 and 6 compare the
present experimental data with the present theory of the pressure
drop coefficient C,, for aspect ratios =1.00 and 1.45. The error
between the experiment and the present theory is found to be less
than 8%. It is clear that as the diameter ratio &, and the Reynolds
number R,, increase, the pressure coefficient C,, rises. Stronger
vortices are created by a higher diameter ratio and/or Reynolds
number leading to a rise in tangential velocity and hence a higher
pressure drop. In the case where the Reynolds number is in-
creased, the total inlet velocity V;,, the inlet tangential velocity
Vin» and the circulation I' will increased; hence, the vortex
strength will be stronger and, therefore, a higher pressure drop
will result. The vortex decay factors &), &, are directly related to
the Reynolds number R,,, so the inertia effects dominate the vis-
cous effects leading to a strong generated vortex with higher tan-
gential velocity and a greater pressure drop. For aspect ratio 8
=1.00, the vortex decay factors o;, &, are equal for the same
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Fig. 6 Pressure drop coefficient for aspect ratio f=1.45 for
different Reynolds numbers (11,592, 8694, 7245)

Reynolds number. This means the tangential velocities start to
decay at the same rate for equal chamber lengths. However, for
the aspect ratio S8=1.45 shown in Fig. 6, the vortex decay factor
8 is higher than &, as expected because the tangential velocity
decay rate in the longer chamber is greater than the shorter one
due to friction. The experiments and the theortical model of
Jawarneh et al. [14] were constructed for a chamber with a single
outlet. The comparison between single-outlet and double-outlet
chambers is shown in Fig. 5. As expected, the pressure drop co-
efficient for a single-outlet is higher than that of a double-outlet
chamber because the flow is diverted to two outlets, thus reducing
the vortex strength and the pressure drop.

The behavior of the vortex dimensionless core sizes xp, x, for
aspect ratio S=1.00 are shown in Fig. 7. Both cores are equal for
the same diameter ratio &, =&,="7.448 and increase as the diameter
ratio & decreases. Since the diameter ratio & was kept constant,
the expansion rate of y; is higher than that of y,. Therefore, the
dimensionless core size y; will have to expand in size more than
X in order to achieve the mass conservation principle which leads
to an increase in axial velocity. A greater Reynolds number leads
to larger core sizes (x;,x,) as shown in Fig. 7.

Figure 8 shows the exit volumetric fractions y;, vy, for two
aspect ratios (8=1.00, 1.45). Volumetric fractions clearly show a
strong dependence with the aspect and diameter ratios, while the
Reynolds number is independent.

The observations show that the pressure drop decreases with
the length. The pressure drop across the vortex chamber differs
from that in the pipe flow, due to the mechanism of swirl flow. It
depends mainly on the intensity of the tangential velocity. If the
chamber length is increased, the vortex decay factor decreases,
lowering the tangential velocity, producing a weaker vortex at the
exit plane for longer chambers, which leads to less pressure drop.

The pressure drop coefficient for various aspect ratios S is
given in Fig. 9. It shows a decrease in the pressure drop with
increasing length. This appears to be counterintuitive since one
habitually expects the pressure drop to be larger for longer
lengths. However, a closer examination reveals that in addition to
the radial-axial plane flow, there is also a substantial centrifugal
force which decays with the length, thus shaping the development
of the overall flow-field. The pressure drop across the vortex
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Fig. 7 Dimensionless core size at aspect ratio =1.00 for dif-
ferent Reynolds numbers (11,592, 8694, 7245)

chamber differs from that in the pipe flow due to the nature of
swirl flow. It depends mainly on the intensity of the tangential
velocity. Longer chamber lengths lead to a reduction of the vortex
decay factor, thus producing a weaker vortex and a smaller pres-
sure drop.

Figure 10 shows the core sizes for different aspect ratios (8
=1.00,1.45,2.90) at a specific Reynolds number (R,,=11,592).
As the diameter ratio increases, the core size (the radius of peak
tangential velocity profile) contracts. The vortex strength inside
the forced-vortex region is focused and the free-vortex region is
expanded. When the dimensionless core size y; contracts, the exit
volumetric fraction vy, increases as shown in Fig. 11. The effective

09
----- Re = 11592

08 -— Re =869
\\\ Re =7245

0.1 ‘
4 45 5 55 6 6.5 7 75

&

Fig. 8 Exit volumetric fractions at different aspect ratios (1,
1.45) and Reynolds numbers (11,592, 8694, 7245)

104 / Vol. 129, JANUARY 2007

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

80 T
Present Theory
70 = 51=0.65 |
e | Present Experiment d32=0.65
sl o d1=065
g5 | 31=0.65

02=0.22

Cp 40
30
20
- )&2‘90 Re = 11592
. .
4 45 5 55 6 6.5 7 75

Fig. 9 Pressure drop coefficient for different aspect ratios (1,
1.45, 2.9) for Reynolds number R.,=11,592

outlet area (the area between the wall and the core size) at the exit
(1) expands, leading into an increased axial velocity (to compen-
sate for the increase of the effective outlet area). While the dimen-
sionless core size y, reduces, the exit volumetric fraction 7y, de-
creases as seen from Fig. 11, causing the effective outlet area at
exit (2) to contract and, in order to conserve the mass, causes an
increase in the axial velocity at exit (2).

When the aspect ratio is increased the dimensionless core size
X1 expands and Y, contracts. Similarly, the exit volumetric frac-
tion 7, increases and 7y, decreases. The effective outlet area at exit
(1) shrinks while the other exit enlarges. The overall result is a
reduction in axial velocity at both exits.

C.9
Re =11592 | ____. BZI.OO
08 °
— B =145
......... B =2.90

0.7 [,

0.1

Fig. 10 Dimensionless core size for different aspect ratios (1,
1.45, 2.9) for Reynolds number R.,=11,592

Transactions of the ASME



Reo: 11592

4 4.5 5 5.6 6 6.5 7 7.5

&

Fig. 11 Exit volumetric fraction for different aspect ratios (1,
1.45, 2.9) for Reynolds number R.,=11,592

5 Conclusions

The present study explored the effects of vortex chamber ge-
ometry with a double-outlet. It has been found that higher Rey-
nolds numbers cause the core sizes to expand and will increase the
pressure drop. Larger diameter ratios made the core sizes smaller
and also increased the pressure. A stronger vortex will be pro-
duced by increasing the diameter ratio and/or Reynolds number,
resulting in a higher tangential velocity and hence a higher pres-
sure difference. On the other hand, the pressure drop decreased
with the aspect ratio. The exit volumetric fractions are shown to
be independent of the Reynolds number; meanwhile, they are
strongly dependent on the aspect and the diameter ratios.

Nomenclature
A, = cross sectional area of the vortex chamber
(’n'Ri)
Aiy = total inlet area (n7rrl)
C, = pressure coefficient (2AP/pV2)
. = diameter of the exit port (2R,)
, = chamber diameter (2R,)
d;, = diameter of the inlet port (2ry,)
L, = chamber lengths
n = numbers of the inlet holes
static pressure
P, = ambient static pressure
static pressure at the inlet
Q;, = inlet volumetric flow rate
Q, = outlet volumetric flow rate at exit (1)
0, = outlet volumetric flow rate at exit (2)
r,0,z = radial, tangential, and axial coordinate,
respectively
R., = core radius at exit (1)

Journal of Fluids Engineering

R., = core radius at exit (2)
R,; = radius of exit port (1)
R,, = radius of exit port (2)
R., = Reynolds number (R,,=40Q;,/ vwD,)
R, = radius of the chamber
V., = axial velocity component at exit (1)
V., = axial velocity component at exit (2)
Vin = total average velocity vector through the inlets
V,n = inlet radial velocity component
Vein = inlet tangential velocity component
Greek Symbols
a = area ratio (A;,/A,)
v, = volumetric fraction at exit (1)
vy, = volumetric fraction at exit (2)
vortex circulation
static pressure difference (Pi,—P,)
8, = vortex decay factor for chamber (1)
&8 = vortex decay factor for chamber (2)
), = vortex strength at the inlet (I'/27r)
vortex strength at exit (1) (6,'/2)
vortex strength at exit (2) (8,I'/2m)
v = kinematics viscosity
p = density of the fluid
¢ = angle between the total velocity vector and the
tangential velocity component at the inlet (inlet
angle)
X1 = dimensionless core size at exit (1) (R.;/R,;)
X2 = dimensionless core size at exit (2) (R.o/R,)
B = aspect ratio (L,/L,)
& = diameter ratio (R,/R,;)
& = diameter ratio (R,/R,,)

References

[1] Shakespeare, W. J., and Levy, E. K., 1980, “Pressure Drop in a Confined
Vortex With High Flow Rate,” paper presented at the ASME Winter Annual
Meeting, Chicago, IL, November.

[2] Vyas, B, and Majdalani, J., 2003, “The Bidirectional Vortex. Part 2: Viscous
Core Corrections,” 39th AIAA Conference and Exhibit, July 20-23.

[3] Yang, Z. Y., and Priestman, G. H., 1991, “Internal Flow Modelling of Vortex
Throttles,” Proc. Inst. Mech. Eng., 205, pp. 405-413.

[4] Escudier, M. P, Bornstein, J., and Zehender, N., 1980, “Obsevations and LDA
Measurements of Confined Turbulent Vortex Flow,” J. Fluid Mech., 98(1), pp.
49-63.

[5] Kreith, F., and Sonju, O. K., 1965, “The Decay of a Turbulent Swirl in a Pipe,”
J. Fluid Mech., 22(2), pp. 257-271.

[6] Osami, K., 1991, “Experimental Study of Turbulent Swirling Flow in a
Straight Pipe,” J. Fluid Mech., 225, pp. 445-479.

[7] Steenbergen, W., and Voskamp, J., 1998, “The Rate of Decay of Swirl in
Turbulent Flow,” Flow Meas. Instrum., 9, pp. 67-78.

[8] Darmofal, D. L., Khan, R., Greitzer, E. M., and Tan, C. S., 2001, “Vortex Core
Behaviour in Confined and Unconfined Geometries: A Quasi-One-
Dimensional Model,” J. Fluid Mech., 449, pp. 61-84.

[9] Escudier, M., 1979, “Estimation of Pressure Loss in Ring-Type Exit Cham-
ber,” ASME J. Fluids Eng., 101, pp. 511-516.

[10] Lam, H. C., 1993, “An Experimental Investigation and Dimensional Analysis
of Confined Vortex Flows,” Ph.D. thesis, Department of Mechanical Engineer-
ing, Concordia University, Montreal, Canada.

[11] Alekseenko, S. V., Kuibin, P. A., Okulov, V. L., and Shtork, S. 1., 1999,
“Helical Vortices in Swirl Flow,” J. Fluid Mech., 382, pp. 195-243.

[12] Vatistas, G. H., and Sakaris, P., 2000, “Pressure Drop Across a Double-Oulet
Vortex Chamber,” AIAA J., 17(3), pp. 711-716.

[13] Vatistas, G. H., Lam, C., and Lin, S., 1989, “Similarity Relationship for the
Core Radius and the Pressure Drop in Vortex Chambers,” Can. J. Chem. Eng.,
67, pp. 540-544.

[14] Jawarneh, A., Vatistas, G. H., and Hong, H., 2005, “On the Flow Development
in Jet-Driven Vortex Chambers,” J. Propul. Power, 21(3), pp. 564-570.

JANUARY 2007, Vol. 129 / 105

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Axisymmetric Stagnation—Point
Flow and Heat Transfer of a
Viscous Fluid on a Rotating
Cylinder With Time-Dependent
Angular Velocity and Uniform
Transpiration

The unsteady viscous flow and heat transfer in the vicinity of an axisymmetric stagnation
point of an infinite rotating circular cylinder with transpiration Uy are investigated when

A. B. Rahimi the angular velocity and wall temperature or wall heat flux all vary arbitrarily with time.
Professor The free stream is steady and with a strain rate of I'. An exact solution of the Navier-

P.0. Box No. 91775-1111, Stokes equations and energy equation is derived in this problem. A reduction of these
Faculty of Engineering, equations is obtained by the use of appropriate transformations for the most general case
Ferdowsi University of Mashhad, when the transpiration rate is also time-dependent but results are presented only for
Mashhad, Iran uniform values of this quantity. The general self-similar solution is obtained when the

e-mail: rahimiab@yahoo.com angular velocity of the cylinder and its wall temperature or its wall heat flux vary as
specified time-dependent functions. In particular, the cylinder may rotate with constant

R. Saleh speed, with exponentially increasing/decreasing angular velocity, with harmonically

Assistant Professor varying rotation speed, or with accelerating/decelerating oscillatory angular speed. For

Azad University of Mashhad, self-similar flow, the surface temperature or its surface heat flux must have the same types
P.0. Box No. 91735-413, of behavior as the cylinder motion. For completeness, sample semi-similar solutions of
Mashhad, Iran the unsteady Navier-Stokes equations have been obtained numerically using a finite-

difference scheme. Some of these solutions are presented for special cases when the
time-dependent rotation velocity of the cylinder is, for example, a step-function. All the
solutions above are presented for Reynolds numbers, Re=T'a?/2v, ranging from 0.1 to
1000 for different values of Prandtl number and for selected values of dimensionless
transpiration rate, S=Uy/T'a, where a is cylinder radius and v is kinematic viscosity of
the fluid. Dimensionless shear stresses corresponding to all the cases increase with the
increase of Reynolds number and suction rate. The maximum value of the shear stress
increases with increasing oscillation frequency and amplitude. An interesting result is
obtained in which a cylinder rotating with certain exponential angular velocity function
and at particular value of Reynolds number is azimuthally stress-free. Heat transfer is
independent of cylinder rotation and its coefficient increases with the increasing suction
rate, Reynolds number, and Prandtl number. Interesting means of cooling and heating
processes of cylinder surface are obtained using different rates of transpiration.

[DOL: 10.1115/1.2375132]

Keywords: stagnation flow, time-dependent rotation, time-dependent heat transfer,
transpiration, exact solution

1 Introduction an infinite circular cylinder was obtained by Wang [5]. Gorla
[6-10], in a series of papers, studied the steady and unsteady
flows and heat transfer over a circular cylinder in the vicinity of
the stagnation-point for the cases of constant axial movement, and

The problem of finding exact solutions of the Navier-Stokes
equations is a very difficult task. This is primarily due to the fact
that these equations are nonlinear. An exact solution of these . . ] . . X
equations governing the problem of two-dimensional stagnation the special case of axial harmonlc. motion 9f a nonrot?tmg cylin-
flow against a flat plate has been given by Hiemenz [1]. Homann der. In more recent years, Cunning, Davis, and Weidman (11]
[2] derived an exact solution of the Navier-Stokes equations for have considered the stagnation flow problem on a rotating circular
the three-dimensional case of the axisymmetric stagnation flow  cylinder with constant angular velocity. They have also included
against a plate. Howarth [3] and Davey [4] presented results for ~ the effects of suction and blowing in their study. Takhar,
asymmetric cases of stagnation flow against a flat plate. The first ~Chamkha, and Nath [12] have investigated the unsteady viscous
exact solution of the problem of axisymmetric stagnation flow on  flow in the vicinity of an axisymmetric stagnation point of an

infinite circular cylinder for the particular case when both the
T Comibated by the Fluids Ensincering Division of ASME for oublication in th cylinder and the free stream velocity vary inversely as a linear
JOURSI/:tLrIOFu;:eLU[l)); ;EI\?G]N:;R?NG.III%/IIZIeliI-STﬁpt ;Z::seli(i/l;dOApril 7, ZSSSP;uﬁn:i(]:drtrllzzulsncrtipi function of time. The study considered by Saleh and Rahimi [13]
received June 9, 2006. Assoc. Editor: Malcolm J. Andrews. presents results for the study of axisymmetric stagnation-point
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Fig. 1 Schematic diagram of a rotating cylinder under radial
stagnation flow in the fixed cylindrical coordinate system

(rye,2)

flow and heat transfer of a viscous fluid on a moving cylinder with
time-dependent axial velocity and uniform transpiration.

The effects of cylinder rotation with time-dependent angular
velocity and time-dependent heat transfer along with transpiration,
perhaps of interest in cooling and centrifugal processes in indus-
try, concerned with accelerating phases of rocket motors, and cal-
cination of cement, etc. have not yet been investigated. Our mo-
tivation is originally to produce friction-less situations in fluids
and insulated surfaces in heat transfer by means of certain types of
movements and temperature difference. Besides, our study gener-
alizes the problem of stagnation-point flow and heat transfer of a
fluid on a rotating cylinder.

In the present analysis, the unsteady viscous flow and heat
transfer in the vicinity of an axisymmetric stagnation point of an
infinite rotating cylinder with uniform transpiration is considered
when the angular velocity varies arbitrarily with time, though the
reduction of the Navier-Stokes equations and the energy equation
is obtained for the more general case of time-dependent transpi-
ration rate. An exact solution of the Navier-stokes equations and
the energy equation is obtained. The general self-similar solution
is obtained when the angular velocity of the cylinder and its sur-
face temperature or heat flux vary in a prescribed manner. The
cylinder may perform different types of motion: It may rotate with
constant speed (i.e., steady state cooling processes in industry,
etc.), with exponentially increasing/decreasing angular velocity
(i.e., start up and stopping stages of centrifugal processes in in-
dustry, etc.), with harmonically varying rotation speed, or with
accelerating/decelerating oscillatory angular speed (sinusoidal
blenders in industry, etc.). The cylinder surface temperature and
its surface heat flux may have the same behavior as the cylinder
motion.

For different forms of azimuthal component of velocity, sample
distribution of shear stresses, and temperature fields are presented
for Reynolds numbers ranging from 0.1 to 1000, and different
values of Prandtl numbers, Pr, and selected values of uniform
suction and blowing rates. Particular cases of these results are
compared with existing results of Wang [5], Gorla [6], and Cun-
ning, Davis, and Weidman [11], correspondingly. For complete-
ness, some semi-similar solutions of the Navier-Stokes equations
are obtained and result, for example, of cylinder rotation in the
form of a step-function is presented for selected values of flow
parameters.

2 Problem Formulation

We consider the laminar unsteady incompressible flow and heat
transfer of a viscous fluid in the neighborhood of an axisymmetric
stagnation-point of an infinite rotating circular cylinder with uni-
form normal transpiration U at its surface, where Uy>0 corre-
sponds to suction into the cylinder, though the formulation of the
problem is for the more general case of time-dependent transpira-
tion rate. The flow configuration is shown in Fig. 1 in cylindrical
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coordinates (r,¢,z) with corresponding velocity components
(u,v,w). The cylinder rotates with time-dependent angular veloc-
ity @ and the wall temperature or the wall heat flux is also a
function of time. A radial external flow of strain rate (strength) I’
impinges on the cylinder of radius a, centered at r=0. The un-
steady Navier-Stokes and energy equations in cylindrical polar
coordinates governing the axisymmetric flow and heat transfer are
given by [6,8,10,5]:
Mass

aw
— +r—=0 1
S ()

Momentum

ou  du v du 1 dp Fu lou u Fu
—tuUu——-—t+tw— == U_2+__— 2+
at ar r Jz ar rdr r- 9z

dv Jv  uv Jdu Fv 1dv v
v 5 b
ar ror r

&>

aw aw aw 1dp Pw low Fw
—tu— = tu St +5 (4)
at ar 0z p oz arc  rdr 9z
Energy
T 9T  dT 19 ar\ &T
—tu—+w_—=a| | r— |+ (5)
at Jar Jz rdr\ dr Jz

where p, p, v, and « are the fluid pressure, density, kinematic
viscosity, and thermal diffusivity. The boundary conditions and
the initial conditions for the velocity field are

r=a: u=-Uyt), v=a.0(), w=0 (6)
u .
r—o:—=-I, limv=0 w=2I7z (7)
r r—o
1=0: M(r7 t) = u(r)sleady-state’ U(r’t) = v(r)steady-state’

w(r,t) = W(r)steady-slale (®)

Here, relations (6) are transpiration and no-slip boundary condi-
tions on the cylinder wall, where Uy(¢) is the transpiration rate and
o(r) is the angular velocity of the cylinder. Relations (7) show that
the viscous flow solution approaches, in a manner analogous to
the Hiemenz flow, the potential stagnation field as r—oe, Ref.
[11]. This is imposing the condition of zero circulation at infinity
on the swirl velocity of the stagnation flow.
For the temperature field we have

r=a: ()T=T,(1) for defined wall temperature
aT (7
(ii)ﬁ— =- %T() for defined wall heat flux
r

r— o:T—T,

t= OZT(V, t) = T(r)steady-stale (9)

where k is the thermal conductivity of the fluid and T7,(r) and
q,,(t) are temperature and heat flux at the wall cylinder, respec-
tively.

A reduction of the Navier-Stokes equations is obtained by ap-
plying the following transformations:

(=,
“=—F%f(77,r), v= +T-%G(n.), w:zrz—f“”),
V7 7y
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p=pl2a*pP (10)
where 7=2I't and 5=(r/a)® are dimensionless time and radial
variables. Transformations (10) satisfy (1) automatically and their
insertion into Eq. (2) yields a differential equation in terms of
f(n,7) as following:

(2]
o ol " \an) o T aqar

where Re=I"a?/2v is the Reynolds number. From conditions (6)
and (7), the boundary conditions for (11) are

:|=O (11)

n=1:=S(7), ﬂ—f=o
an
n— ij:;}=1 (12)

in which, S=U,/I'a is the dimensionless wall-transpiration rate.

For the sake of brevity, only results for S(7)=constant are
shown in this paper. For S(7)=constant, none of the boundary
conditions of Eq. (11) are function of time and assuming steady-
state initial conditions for this equation, we have

>f o
anadTt

7=0—

Therefore in this case f(7,7)=f(7) and Eq. (11) is reduced to the
following form:

"+ +Re[1 = (') + ff"]=0
where prime denotes differentiation with respect to #.
Insertion of transformations (10) into (3) and (4) yields a dif-
ferential equation in terms of f(#) and G(#,7) and an expression
for the pressure

(13)

7G [ﬁ E]_O (14)
T RS, e T
I R (5)2 1[G
P_P"__l27;+Ref +2 2 "o 1 2 dé¢| (15)

From conditions (6)—(8), the boundary and initial conditions for
(14) are as following:

7=1: G=w(n/T=Q(7)

G=0

n— *:

t=0: G(n.7)= G(n)steady—slatc (16)
To transform the energy equation into a nondimensional form for
the case of defined wall temperature, we introduce
T(n,7)-T,

@ - Tw(T) - Toc

(17)

Making use of (10) and (17), the energy equation may be written
as

PO 90 90 90 dT,/dr
n—+_—+RePrlf——-—-—""—70/|=0 (18)
af  dn ang  dr T,-T,
with the boundary and initial conditions as
O(1,7=1, O(x,7=0
®(777 0)= ®(7])steady-slate (19)

For the case of defined wall heat flux, we introduce
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_T(p,7)-T.
" ag,(D2k

Now making use of (10) and (20), the energy equation can be
written as
O 90 Rep (fa@
— + — +RePr| f— -
ant dn an

with the boundary and initial conditions as
d0(1,7) B
Jan B

0(7,0)=06( ”)slaedy—slale (22)

Here, Equations (13), (14), and (18) or (21) are for different forms
of S, w(7), T,(7), or g,(7) functions and have been solved nu-
merically with Re and Pr as parameters.

In what follows, first the self-similar equations and the exact
solutions of some particular w(7), T,,(7), or g,(7) functions are
presented and then, for completeness, the semi-similar equations
of w(7), T, (7), or g,,(7) functions are obtained and one example
of numerical solution for a given value of ((7)is presented.

(20)

90 dq,/dT

P . @) =0 (21)

-1, O(»,7)=0

3 Self-Similar Equations

Equations (14) and (18) or (21) can be reduced to ordinary
differential equations if we assume that the function G(7,7) in
(14) and O(7,7) in (18) or (21) are separable as

G(n.1)=g(n) . (1)
O(n,7)=60(n) . 0(7) (23)

Substituting these separation of variables into (14) and (18) or
(21), correspondingly gives

n ! d /d
7S 4 Re f5 = Re WDV (24)
g g (7)
g ¢ doldr dT ,/d7>
— + — +Re Pr(f0'/6) =Re P =1 (25
Tyt er(f)er<Q Tw_Tw()
or for defined wall heat flux
o 0 doldr dgJd
m o+ +RePr(f0'/6) =Re Pr(Q—T + M) (26)
G

where again prime denotes differentiation with respect to 7. So-
lutions to the differential equations in (24) and (25) or (26)) with
7 as an independent variable are as the following:

(1) =b exp[(A+iB)7] (27)
10)T
0= ce;pE(T;/:rlT) ] 28)
or for defined wall heat flux
107
(7 = % (29)

Here, i=v“—F1 and b, \, and B and also ¢, 7y, and 6 are constants.
The boundary conditions are

G(1,7=Q(7) = (1g(1) — (1) = Q(7) and g(1) =1, gives
(30)
G(,7)=0=(1)g() — g(*) =0 (31)

For the above-defined wall temperature and wall heat flux, respec-
tively, one obtains

Q(7) =bexp[(\ +iB)7]
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O(l,n=1=61)0(1) — 601)=1,0(1)=1—-T,(7) - T.

=cexp[(y+id)T]
O(1,7
LD -0 — 0 (1)=-1.00=1 - 4,9
=cexp[(y+id)T] (32)
O(°,7)=0=0()Q(7) — 6(=) =0 (33)

Substituting the solutions (27), (28), or (29) into the differential
equations in (24) and (25) or (26) with 7 as independent variable
results in

7g" +Re[fg' —Ng—iBg]=0 (34)

70"+ 6 +Re Pr(f0 — y6—i56)=0 (35)

Note that, in (30) b=0 corresponds to the case of nonrotating
cylinder, as of Wang [5]. If »# 0 and A=8=0, (30) gives the case
of a uniformly rotating cylinder with constant angular velocity,
Cunning et al. [11]. »# 0, A #0 and B8=0, corresponds to the case
of rotating cylinder with an exponential angular velocity. b# 0,
B+#0, and A=0, corresponds to the case of pure harmonic rotation
of the cylinder. The case of nonzero b, N, and B is the most
general case which is considered in this paper. If 5=0 and ¢ # 0,
v=6=0, Eq. (32) correspond to the result of Gorla [6] which is for
a nonrotating cylinder. Since the heat transfer is axisymmetric in
¢ direction, it is independent of cylinder rotation and therefore
this result would be the same as Cunning et al. [11] problem in
which the cylinder rotates with a constant angular rotation. Other
combinations of values of ¢, y, and & in Egs. (32) give the differ-
ent time-dependent wall temperature and wall heat flux functions.

To obtain solutions of Egs. (34) and (35), it is assumed that the
functions g(#) and 6(7) are complex functions as

g(m) =gi(n) +igxn) (36)

0(7) = 6,(n) +i65(n) (37)
Substituting (36) and (37) into (34) and (35), the following
coupled systems of differential equations are obtained:
781 +Re(fg1 —Ng1 + Bg) =0
785 +Re(fg; —Ng2— Bg1) =0
76| + 0] + Re Pr(f6; — v6, + 86,) =0
76, + 0+ Re Pr(f65 — v, — 56,) =0

Considering the boundary conditions (6), (7), and (9), the bound-
ary conditions for functions f, g, and € become

(38)

(39)

n=1: f=0, f'=0, g=1, 6=1(or 0 =-1) (40)

n— o f'=1, g=0, 6=0 (41)

Hence, the boundary conditions on functions g;, g, and 6;, 6, are
n=1: g =1, =0, 6,=1(or 6,==1), 6,=0 (42)
n— ©:81=0, £=0, 6,=0, 6,=0 (43)

The coupled system of Egs. (38) and (39) along with boundary
conditions (42) and (43) have been solved by using the fourth-
order Runge-Kutta method of numerical integration along with a
shooting method, Presss et al. [14]. Using this method, the initial
values of g{(1), g5(1), 8] (or 6,(1)) and 85(1) were guessed and
the integration was repeated until convergence was obtained. The
values of g,(7)=0 and 6,(7)=0 were assumed initially and then
by repeating the integration of these two systems of equations,
final values of g(7), g2(7), 6;(7), and 6,(7) were obtained.
The angular velocity is
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o(7) = b exp(A7)[cos(B7) + i sin(B7)] (44)

and thus, the azimuthal component of velocity from definition
(10) becomes

o(n.7) = \—% expND){g1 (7)cos(B7) = ga(msin(Bn)

+i{g1(m)sin(B7) + gx(n)cos(B)}] (45)

4 Semi-Similar Equations

Equation (12) has been solved by Gorla but it is repeated here
for different values of Re and S. Equations (14), (18), and (21) can
be solved directly for any chosen Q(7), T,(7), and g, (7) func-
tions. The solutions obtained this way, are called semi-similar
solutions. These equations along with boundary conditions (16),
(19), and (22) were solved by using a central finite difference
method which lead to a tri-diagonal matrix. Assuming steady-state
for 7<0, the solution starts from Q(0), T,/(0), or g,(0) and
marching through time, time-dependent solutions for 7>0 were
obtained. Sample angular velocity profiles will be presented in
later sections.

5 Shear Stress and Heat Transfer Coefficient

The shear stress at the cylinder surface is calculated from [11]

ﬁ(v)A ow |
o=u|lr—|—|é,+ —e.
K or\r) ¢ or ©

where w is the fluid viscosity. Using definition (10), the shear
stress at the cylinder surface for semisimilar solutions becomes

(46)

J0G(1, 7 r
0':2I‘,L,L[%—Q(T)]QP+4/.1,—Zf'(1)éZ (47)
a
Thus the axial and azimuthal shear stress components are propor-
tional to f”(1), which has been presented in Ref. [11], and
(0G(1,7)/dn—Q(7)), respectively. Azimuthal surface shear stress
for self-similar solutions is presented by the following relation:

O,=0, +io, =2ub exp(\7)[{cos(B7)(g;(1) - 1)

= sin(B7)g;(1)} + i{sin(B7)(g1(1) = 1) + cos(B7)g5(1)}]
(48)

Some numerical values of real part of o, will be presented later
for few examples of angular velocities. Of course, it is noted that
the real and imaginary parts of this quantity are actually the same
but with a phase difference of /2.

The local heat transfer coefficient and rate of heat transfer for
defined wall temperature case are given by

(%)
he e N0y 2007
“T,-T. T,-T. a 7

for semi-similar case

2k
h=-—[0;(1) +i65(1)] for self-similar case (49)
a

or in terms of Nusselt number

ha
Nu=—
2k

=Nu,+iNu;=-[6;(1) +i05(1)]
%0@(1,7’)

(T,,— T..) for semi-similar case
a dn

qdw=
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Fig. 2 Sample profiles of (a) f() function, (b) f and f’ functions for selected values of suction rate and Reynolds

number

2k
q,=- ;c exp(yn)[{0](1)cos(87) — 65(1)sin(S7)}

+i{6](1)sin(S7) + 65(1)cos(57)}] for self-similar case

(50)
And for defined wall heat flux case
G 2k 1 o
h= =— for semi-similar case
T,-T, aO(,7)
2k 1 o
= —(—) for self-similar case (51)
a\6,(1)+i6y(1)

or in terms of Nusselt number

ha ) < 1 )
Nu=—=Nu,+iNu=|—"7"FT——
2k 01(1)"'162(1)

(T, -T,) = i@(l,f)qw for semi-similar

(T, = T.) = S c exp(y[{Bi(1)cos(67) - 65(1)sin(57))

+i{6,(1)sin(57) + 6,(1)cos(57)}] for self-similar case
(52)

From (49) and (51), it is seen clearly that for self-similar cases,
the local heat transfer coefficient is not a function of time contrary
to the fact that wall temperature and wall heat flux are time-
dependent.

6 Presentation of Results

6.1 Fluid Flow Results. In this section, only the real part of
the solution of the self-similar Eqs. (34) and (35) and the semi-
similar Eq. (14) along with surface shear-stresses and heat transfer
coefficient for different functions of angular velocity and pre-
scribed values of wall temperature or wall heat flux, and selected
values of suction and blowing rates are presented. Also, the real
part of azimuthal component of velocity, v(7, 7), for self-similar
case is given.

Sample profiles of the f function in terms of 7 are shown in
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Fig. 2, for selected values of transpiration rate and Reynolds num-
ber. This function, for the first time, was solved by Wang [5] for
the case of S=0 and later was presented by Cunning [11] for
selected values of suction rate. It is evident from this figure that as
Reynolds number increases the f function increases a little and
approaches the inviscid solution in the limit. In this figure the
dash-dot curves present the variations of f function in terms of
transpiration rate in which negative S is blowing rate and positive
S is the suction rate. Sample profiles of the f” and f” functions in
terms of 7 are depicted in Fig. 2(b), for selected values of tran-
spiration rate and Reynolds number. From this figure, the initial
slope of the f function (f”(1)) increases with increasing Reynolds
number and transpiration rate and this causes the solution to ap-
proach faster to one in the limit. From relations (10) and (47), f’
presents the velocity profile in z direction and f”(1) is the value of
wall shear stress in this direction. Therefore, the increase of suc-
tion rate and Reynolds number increases the wall shear stress in z
direction and on the other hand causes that the value of fluid
velocity in this direction approaches its value in inviscid flow,
rapidly. In fact the increase of suction rate and Reynolds number
decrease the thickness of the boundary layer.

Sample profiles of the g(#) function for (7) in exponential
form for accelerating and decelerating case at Re=1.0 are pre-
sented in Fig. 3(a), for selected values of transpiration rate. It is
interesting to note that as A or suction rate increases, the depth of
the diffusion of the fluid velocity field decreases, and it increases
as \ or suction rate decreases. For A <0, at any rate of suction and
for the absolute value of A greater than a certain value, the fluid
velocity in the vicinity of the cylinder cannot decrease with the
same rate as the cylinder rotation velocity and, therefore, in this
region the fluid velocity is greater than the cylinder velocity. Note,
A =0 indicates the case of a rotating cylinder with constant angular
velocity, Ref. [11]. Sample profiles of g,(#) function for Q(7) for
accelerating and decelerating oscillatory motion and pure har-
monic motion of the cylinder at Re=1000 displayed in Fig. 3(b)
for transpiration rate of S=0 show that like the exponential angu-
lar velocity case, the depth of the diffusion of the fluid velocity
field for A>0 is less and for A <0 is more than that for the case
of N=0. Further, it is concluded that the case of A=8=0 is the
same as in Ref. [11] and clearly the imaginary part of g(7) is zero.
As in the foregoing discussion, we observe that the thinning of the
difussion of the velocity field with increasing values of S is
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Fig. 3 Sample profiles of g(#) for cylinder with (a) exponential angular velocity for Re=1 and selected values of suction
and A, (b) accelerating and decelerating oscillatory motion for Re=1000, S=0 and selected values of A and g

evident.

Sample profiles of the real part of azimuthal component of ve-
locity for pure harmonic motion of the cylinder for selected time
variation (87) are given in Fig. 4(a), at Re=1000 and S=0. Here,
the real azimuthal velocity component is shown for a complete
period of oscillation. Figure 4(b) presents the semi-similar solu-
tions for step-function angular velocity in which the function
G(7,7) is shown in terms of 7 and for different nondimensional
time values at Re=0.1 and transpiration rate S=0. Here, the solu-
tion of two step-functions is shown simultaneously. In the first one
the angular velocity of the cylinder at 7<<0 is equal to zero and at
7=0 its value becomes one suddenly. But in the second function
the angular velocity of the cylinder at 7<<O is one and at 7=0
becomes zero, suddenly. These results are given here for the sake
of completeness.

The azimuthal shear stress on the surface of the cylinder for
exponential angular velocity in terms of acceleration rate at Re

i Br=0.,2n (1) = b exp(i B7)
O™ E Re = 1000.0, S = 0.0
05F \gn/4
o
2\0-25_- /2
e -
— -
g 32
© - L
Lozt 5
05F /s
075 i3
_1:||||||||1|||||l||||l|11|
1 1.01 1.02 1.03 1.04 1.05
r/a
{(a)

=0.1 and 1000 is displayed in Figure 5(a) for selected values of
transpiration rate. Results for Re=0.1 and for Re=1000 are read
from the left and right coordinates, correspondingly. Note that the
slope of the curves decreases with increasing A, meaning that the
sensitivity of shear stress with respect to variation of A decreases
as \ increases. Further, A\=0 corresponds to the same shear stress
value as the case in Ref. [11]. Comparing results for Re=0.1 and
Re=1000, the absolute value of the azimuthal shear stress in-
creases with increasing Reynolds number. Also from this figure,
the absolute value of the azimuthal shear stress increases with
increasing suction rate. The practical application of this interesting
result is that by providing blowing on the surface of a cylinder,
reduction of resistance against its rotation inside a fluid can be
achieved. It is also interesting to note that at any Reynolds number
and suction rate, there is a particular value of negative A, (for
example A=—0.4,Re=1000) for which the value of shear stress is
zero. This interesting result opens the way for an analysis into

0.8 Q(1)=0.0for 1< 0.0
= a
Tos 3 {Q(T)= 1.0for 120.0
= b Re=0.1,5=0.
50.4:_ e=0.1,5=00
(OB
0.2
of
1
[ Q(1)=1.0for 1< 0.0
08 {
— s T=0.0 Q(1)=0.0for 1>0.0
B osF
= s 0.3 Re=0.1,8=00
= 04F
O "E/ os
02F 1.2
T=oo
OllllllJllllIIlllIlIlllll
10 20 30 40 50
n
(b)

Fig. 4 (a) Real part of azimuthal velocity in terms of time for cylinder with harmonic rotation, for Re=1000, s=0. (b)
Sample profiles of G(#,7) for step-function angular velocity for selected values of time at Re=0.1, s=0.
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Fig. 5 (a) Azimuthal shear stress component for cylinder with exponential angular velocity. (b) Real part of azimuthal
shear stress component for cylinder with accelerating and decelerating oscillatory motion, for Re=1000 and s=0.

flows for which a cylinder spinning with a decreasing velocity in
an exponential manner is azimuthally stress-free for certain com-
binations of Reynolds number, \, and suction rate. The real part of
azimuthal shear stress component on the surface of the cylinder
with harmonic rotation and with accelerating and decelerating os-
cillatory motions at Re=1000 is presented in Figure 5(b), for tran-
spiration rate S=0. This shear stress is for a complete period be-
tween 0 and 2. It can be seen that as the frequency of the
oscillation increases, the maximum of the absolute value of the
shear stress increases, and =0 corresponds to the case of con-
stant angular velocity in which the imaginary part of the azimuthal
shear-stress is zero and its real part is a constant, as in Ref. [11].
Comparing Figs. 4(a) and 5(b), it is concluded that the real part of
azimuthal shear-stress and azimuthal velocity are in different
phases. This figure also shows that the maximum of the absolute
value of the real part of azimuthal shear-stress for A >0 is more

TW -T_=cexp(yy
Re=1.0,Pr=0.7

| LEARS LARAS LSS LARRS LAARY LARRD RRRRY RRBN

IIII]I\llllllll\lllllllVll\\lllllll\\lllll!l
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T
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(a)

and for A <O is less than the case of pure oscillation. Also note
that the phase-difference of shear-stress and azimuthal velocity
decreases with increasing .

6.2 Heat Transfer Results. Sample profiles of the () func-
tion for wall temperature and wall heat flux, both varying expo-
nentially with time are presented in Fig. 6, for selected values of
Reynolds number, Prandtl number, and transpiration rate. From
Fig. 6(a), it is seen that as the rate of exponential function or
suction rate increases, the depth of diffusion of the temperature
field decreases and thus the heat transfer coefficient increases.
From Fig. 6(b), it is noted that as the rate of exponential function
increases, wall temperature and its depth of diffusion decreases. In
Fig. 6(a) for y<<0, as the absolute value of y increases, the fluid
in the vicinity of the cylinder is not cooled as fast as the cylinder
wall and, therefore, the fluid temperature here is greater than the

0.6

q,=cexp(vy
Re=100.0,Pr=1.0,8=0.0

0.5

0.4
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Fig. 6 Sample profiles of 8(y) for, (a) wall temperature, (b) wall heat flux, varying exponentially with time for selected

values of Re, Pr, and suction rate

112 / Vol. 129, JANUARY 2007

Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



T, T=cexpl(y+i§1]
08F Re=1.0,Pr=0.7,8=00

8=1.0
0.6 - == §=0.0,y=0.0

0.4

0.2

-0.1

TR ENEEE SN EVEEE SN SNENEN AR R R

1
3 4 5 6 7 8

S o
w
i aan) naRa

(a)

a, =cexpl(y+i §)1)
Re=100.0,Pr=1.0,5=0.0

§=03
_— §=0.0,y=00

015

0.1 N\ y=-03

Fig. 7 Sample profiles of 0,(7) for, (a) wall temperature, (b) wall heat flux, varying with accelerating and decelerating
oscillatory function of time for s=0 and selected values of Re, Pr, y, and o

wall temperature. It is interesting to note that for a particular
negative value of v, the slope of temperature on the surface is zero
and, therefore, there is no heat transfer. From both of these figures
and =0, the results of Ref. [6] are obtained.

Sample profiles of 6,(#) function for wall temperature and wall
heat flux, both varying with accelerating and decelerating oscilla-
tory functions of time with different rates for transpiration rate
S§=0 are given in Fig. 7 for selected values of Reynolds number
and Prandtl number. It is noted in Fig. 7(a) that as the oscillation
frequency increases, the initial slope of 6,(%) increases. Further,
as vy increases, the depth of the 6,(7) decreases. From Fig. 7(b), as
oscillation frequency increases, 6,(7) and its depth of diffusion
decrease. Also, as vy increases, the absolute value of 6,(7) and its
depth of diffusion decrease. From both of these figures and for
6=0, the results of Ref. [6] are obtained.

Sample profiles of the 6,(#) function for wall temperature and

0.8

--------- Re = 1000.0
Pr=0.7

wall heat flux varying with an accelerating oscillatory function of
time, and for selected values of Prandtl number and Reynolds
number are depicted in Fig. 8, for transpiration rate S=0. From
Fig. 8(a), it is noted that as Prandtl number or Reynolds number
increases, the depth of diffusion of the temperature field decreases
rapidly and, therefore, the heat transfer coefficient increases. In
Fig. 8(b), the absolute value of 6;(7) function and its depth of
diffusion decrease with increasing Prandtl number or Reynolds
number.

Sample profiles of the real part of local heat transfer coefficient
(Nusselt number) for Fig. 9(a) wall temperature and Fig. 9(b) wall
heat flux varying with accelerating oscillatory functions for se-
lected values of 7y and & in terms of Prandtl number at Re
=1000 are depicted in Fig. 9 for S=0. In both cases, Nusselt
number increases as Prandtl number increases. Besides, as y and &
increase, the real part of Nusselt number increases.

0.25 qW= cexp[ (1.0 +i ) 1]

S
0.2F~,
S N Re =1000.0
o5 :_ Pr=0.7
o1k "~ Re =10.0
A ~.
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Fig. 8 Sample profiles of 6,(#) for (a) wall temperature, (b) wall heat flux, varying with accelerating oscillatory function

of time for selected values of Pr and Re, and s=0
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Fig. 9 Sample profiles of real part of Nusselt number in terms of Pr for (a) wall temperature, (b) wall heat flux for
accelerating oscillatory function of time, for selected values of y, 6 and Re=1000, s=0

Sample profiles of the real part of local heat transfer coefficient
(Nusselt number) for wall temperature varying with accelerating
oscillatory functions for selected values of y and & at Re=1.0 to
1000 and Pr=0.7 are presented in Fig. 10(a), for S=0. Here, the
Nusselt number increases as Reynolds number increases. From
Figs. 9 and 10(a) and Egs. (49) and (51), it is noted again that the
local coefficient of heat transfer (Nusselt number) is not a function
of time, though the temperature field is time-dependent. Sample
profiles of the #(7) function for constant wall heat flux at Re
=1.0 and Pr=0.7 are given in Fig. 10(b), for selected values of
transpiration rate. It is seen that as the suction rate increases, wall
temperature and its depth of diffusion decreases rapidly. So higher
suction rates provide a means for cooling the surface, and higher
blowing rates provide a means for heating the surface of the cyl-
inder. Therefore, in a constant wall heat flux case, to prevent high

Tw- T = cexpl{ v+18)T]
Pr=0.7,s=0.0

Nu,

) [ | L

wall temperature, higher rates of suction can be provided and vice
versa. Again from both Figs. 6(a) and 10(h) and for S=0, the
results in Ref. [6] are obtained.

7 Conclusions

An exact solution of the Navier-Stokes equations and energy
equation is obtained for the problem of stagnation-point flow on a
circular cylinder with uniform transpiration rate. The formulation
of the problem, though, is for the more general case of time-
dependent transpiration rate. A general self-similar solution is ob-
tained when the cylinder has different forms of rotational motions
including: Constant angular velocity rotation, exponential angular
velocity rotation, pure harmonic rotation, both accelerating, and
decelerating oscillatory rotations. Since the heat transfer is axi-

28
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Fig. 10 (a) Sample profiles of real part of Nusselt number for wall temperature with accelerating oscillatory function of
time, for Pr=0.7, and s=0. (b) Sample profiles of 6(») for constant wall heat flux and selected values of suction and

blowing rate, for Re=1 and Pr=0.7.
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symmetric in the ¢ direction, the cylinder rotation has no effect on
the temperature field. Results for different time-dependent wall
temperature and heat flux functions including: Constant wall tem-
perature or heat flux, exponential and oscillatory form of wall
temperature or wall heat flux are presented. Also, one sample
semi-similar solution for the same problem has been considered
when the circular cylinder is rotating with particulare type of
time-dependent angular velocity. The azimuthal component of
fluid velocity and surface azimuthal shear stress on the cylinder
are obtained in all the above situations, and for different values of
Reynolds number and transpiration rates. The dimensionless azi-
muthal shear stress corresponding to all the cases increases with
increasing Reynolds number and suction rate. Also, the maximum
value of shear stress increases with increasing oscillation fre-
quency and accelerating and decelerating parameter A in the ex-
ponential amplitude function. In the defined wall temperature
case, heat transfer increases with the increase of Reynolds num-
ber, Prandtl number, and suction rate, whereas the depth of the
diffusion of temperature field decreases. In the case of defined
wall heat flux, the wall nondimensional temperature, 6(7), and its
depth of diffusion decrease with increase of Reynolds number,
Prandtl number, and suction rate. So, an increase of suction rate
can be used as means of cooling the surface and increase of blow-
ing can be used as means of heating the surface. It is shown that
by providing blowing on the surface of a cylinder, a reduction of
resistance against its rotation inside a fluid can be achieved. It is
also shown that a cylinder spinning with a decreasing velocity in
an exponential manner is azimuthaly stress-free for certain com-
binations of Reynolds number and rate of this exponential func-
tion. Further, it is found that higher suction rates are means for
cooling the surface and higher blowing rates are means of heating
the surface of the cylinder. An interesting result is also obtained
showing that a cylinder with certain type of exponential wall tem-

Journal of Fluids Engineering

perature exposed to a temperature difference has no heat transfer.
The local coefficient of heat transfer is found to be independent of
time, though the temperature field is time-dependent.
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The Rayleigh-Taylor instability of a Newtonian viscous fluid over-
lying Walters B' viscoelastic fluid is considered. For the stable
configuration, the system is found to be stable or unstable under
certain conditions. However, the system is found to be unstable for
the potentially unstable configuration. Further it is found numeri-
cally that kinematic viscosity has a destabilizing effect, whereas
kinematic viscoelasticity has a stabilizing effect on the
system. [DOL: 10.1115/1.2375135]

Keywords: Rayleigh-Taylor instability, Walters B' viscoelastic
fluid

1 Introduction

When two fluids of different densities are superposed one over
the other (or accelerated toward each other), the instability of the
plane interface between the two fluids, when it occurs, is called
Rayleigh-Taylor instability. Chandrasekhar [1] has given a de-
tailed account of the instability of the plane interface between two
incompressible and viscous fluids of different densities when the
lighter fluid is accelerated into the heavier. A good account of
hydrodynamic stability problems have been given by Drazin and
Reid [2] and Joseph [3]. The fluids have been considered to be
Newtonian in all the above studies.

With the growing importance of non-Newtonian fluids in mod-
ern technology and industries, further investigations on such fluids
are desirable. Molten plastics, petroleum oil additives, and
whipped cream are examples of incompressible viscoelastic fluids.
Walters [4] reported that the mixture of polymethyl methacrylate
and pyridine at 25 °C containing 30.5 g of polymer per | with a
density of 0.98 g per 1 behaves very nearly as a Walters B’
elastico-viscous fluid [5]. Sharma and Kumar [6] studied the sta-
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bility of the plane interface separating two viscoelastic (Walters
B’) superposed fluids of uniform densities and found that for the
stable configuration, the system is stable or unstable under a con-
dition depending only on kinematic viscoelasticity. Kumar [7] has
studied the effect of rotation on thermal instability in a Walters
elastico-viscous fluid and found that the rotation has a stabilizing
effect and the presence of each rotation and viscoelasticity intro-
duces oscillatory modes which were nonexistent in their absence.
It is this class of elastico-viscous fluids we are interested in, par-
ticularly to study the stability of the plane interface between vis-
cous and viscoelastic (Walters B’) fluids.

The stability of the plane interface between viscous (Newton-
ian) and viscoelastic (Walters B’) fluids may find applications in
geophysics, chemical technology, and biomechanics and is there-
fore, studied in the present paper.

2 Formulation of the Problem and Perturbation
Equations

Let Ty, 7ij, €y, 5ij v, X;» P» M, and u’ denote the stress tensor,
shear stress tensor, rate-of-strain tensor, Kronecker delta, velocity
vector, position vector, isotropic pressure, viscosity, and viscoelas-
ticity, respectively. The constitutive relations for the Walters B’

viscoelastic fluid are

Tij=-pd;+;
,d
=2\ p— (?_t €ij
1 (91)[ l?Uf
eymo| e (M
2| dx;  Ox;

Consider a static state, in which an incompressible Walters B’
viscoelastic fluid is arranged in a horizontal strata and the pressure
p and the density p are functions of the vertical coordinate z only.
The character of the equilibrium of this initial static state is deter-
mined, as usual, by supposing that the system is slightly disturbed
and then by following its further evolution.

Let v(u,v,w),p and p denote the velocity of the fluid, the den-
sity, and the pressure, respectively. Then the momentum balance
and mass balance equations for Walters B’ incompressible vis-
coelastic fluid are

J J
p[&—l; +(v- V)v] =—Vp+pg+p<v— v’a—t)Vzv

du ddu' |[dw dv
+|—-—|—=+— (2)
dz dt dz x 0z

V-v=0 (3)

where u(=u/p) and v'(=u'/p) denote the kinematic viscosity and
the kinematic viscoelasticity of the fluid, g=(0,0,-g) is the ac-
celeration due to gravity, and x=(x,y,z).
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Since the density of a fluid particle remains unchanged as we
follow it with its motion, we have

p

L w-V)p=0 4

o P Vp (4)
Let v(u,v,w), dp and Sp denote the perturbation in fluid veloc-

ity (0,0,0), density p, and pressure p, respectively. Then the lin-
earized perturbation equations appropriate to the problem are

Jv A
p—=-Vép+gdp+p U_U,E Vv

ot
du odu'|[ow o
R (_Vj+_v> )
dz Or dz dx 9z
V-v=0 (6)
ap D (7)
LAY
P p

where D=d/dz.

Analyzing the disturbances into normal modes, we assume that
the perturbation quantities have the space and time dependence of
the form

exp(ik,x + ikyy + nt) (8)

where k,, ky are horizontal wave numbers, k2=k§+k3, and n is a
complex constant. '
For perturbations of the form (8), Egs. (5)—(7) give

pnit = — ik, 8p + p(v—v'n)(D* = k*)u + (ikw + Du) (D — nDu')
)

pnv =— ik, dp + p(v— v'n)(D* - k) + (ikyw + Dv)(Dpu—nDpu')
(10)

pnw =—Dé&p —gdp+ p(v—v'n)(D* - k*)w + 2Dw(Du — nDp')
(11)

(12)

(13)

Eliminating &p between Egs. (9)—(11) with the help of (12) and
(13), we obtain

n[D(pDw) — k*pw] - [D{p(v - v'n)(D?> = K*)Dw} — K*p(v—v'n)

ik + ik +Dw =0

nop=-wDp

2
X(D? = k*)w] + %(Dp)w —[D{(Dp - nDu')(D* + K*)w}

- 2k*(Dp— nDp')(Dw)]=0 (14)

3 Two Uniform Viscous and Viscoelastic (Walters B')
Fluids Separated by a Horizontal Boundary

Consider the case of two homogeneous fluids of densities, vis-
cosities; ps, u, (upper Newtonian fluid) and p;, u; (lower, Walters
B’ viscoelastic fluid) separated by a horizontal boundary at z=0.
Then, in each region of constant p and constant u, u’, Eq. (14)

becomes
(D>~ k)(D* - ¢>)w=0 (15)

where

2_ 12
g =k"+ -
v—=vn

Since w must vanish both when z— + (in the upper fluid) and
z— -2 (in the lower fluid), the general solution of Eq. (15) can be
written as

Journal of Fluids Engineering

wy =A™+ At (7<0) (16)
wy=Ase 4 A (2> 0) (17)
where A;, A,, A3, A, are constants of integration,
n / n
g1= K+ — and ¢,= B+— (18)
v —vn v,

In writing the solutions (16) and (17), it is assumed that g; and ¢,
are so defined that their real parts are positive.

3.1 Boundary Conditions. The solutions (16) and (17) must
satisfy certain boundary conditions. Clearly, all three components
of velocity and tangential viscous stresses must be continuous.
The continuity of Dw follows from (12) and the continuity of u
and v. Since

! 19 li .
Te=\20-200 Jen= (= p'n)(Du + ik,w)

and

! a 12 .
T, =| 2121 P ey, = (- pu'n)(Dv + ikw)
are continuous,

ik Ty, + hy Ty, = = (= w'n)(D? + kK)w

is continuous across an interface between the two fluids. Hence,
the interface conditions to be satisfied are

w (19)

Dw (20)

(1= p'n)(D? + K)w 1)

must be continuous. Integrating (14) across the interface z=0, we
obtain another condition

1 1 ,
[p2Dw, = p1Dwy 1o~ [;Mz(DZ —k*)Dw, - ;(,U«l — pyn)

2

X(D* - kz)le] == 7[[)2 = pilwo

z=0

2k>

- 7[#2 = py +nu)(Dw), (22)

where wg, (Dw), are the common values of wy, w, and Dw;, Dw,,
respectively at z=0.

4 Dispersion Relation and Discussion

Applying the boundary conditions (19)—(22) to the solutions
(16) and (17), and eliminating the constants A;, A,, Az, A4 from
resulting equations, we obtain

det(a;) =0 (23)
where i,j=1,2,3,4 and
an=ap=1,a3=ay=-1, ay=ay =k, an=q,, a=q

as = 2% (g - min)

ay=(p - M{n)(cﬁ + k2)» az3=— 2k2/‘«2, a3q=— M2(CJ% + kz)

R K )
ag =—a+—+ —(na,— v +nvia)

2 n

k

’
an= E + ;(Vzaz = vy +nviay)q,
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R K ,
ap=—a+ E - —(nay—va; +nvia;)
n

R k ,
Agq = 5 - ;(Vzaz — Vi +nviay)q,

k
[23%) and R=g—2(a2—a]) (24)
n

Pt P2
Equation (23) yields the following characteristic equation:

k
(q, - k){— 263 (vaary — vy + nvia1)|:— —(ma, — v +nvia;)

n

X(gqr = k) + az] +(R- 1)@2“2)(45 - kz)} - Zk{(Vlal

’ 2 2 k ’
—nviay)(qy = k)| = ;(Vza’z —via +nviay)(q k) + o,
2 2 k ’
+(na)(g; - k%) ;(Vz%— viay +nvien)(q, — k) + a,
+ (g2 = k) (v = ”V{al)(éﬁ —K)(R-1)+ 2k2(V2a2 - Va

k
+nvia1)[;(vza2— via, +nvia;)(q, — k) + al}} =0 (25

The dispersion relation (25) is quite complicated, as the values of
q; and g, involve square roots. We, therefore, make the assump-
tion that the fluids are highly viscous and high viscoelastic. Under
this assumption, we have

n 1
kA1 + ——— =k 1+
a K(v=1v'n) [ 2 k3

so that

n

v— V’n)} =k 2k(

n

v—v'n)
(26)

ke — "
 2k(v, - vin) T 2kv,

Substituting the values of ¢;—k and ¢,—k from (26) and (27) in
Eq. (25), we obtain the dispersion relation

91— and g,—k (27)
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ayvi[2k2a v = 110 + [(ay vy + apwy)(1 — 4k v)) In?

2

+ [y ank(4kvy vy + gv)) + k(0 v% + 2a§v§) + a%k(kv% —gv)n

- gk(a, = a))(ay vy + ap1y) =0 (28)

4.1 Stable Case. For the potentially stable arrangement
(y<ay), if

1 1
, <k< —/— (29)
V2ay v 2Nav,
and
gV
k>=—" (30)
4]

all the coefficients of Eq. (28) are positive. So, all the roots of Eq.
(28) are either real and negative or there are complex roots (which
occur in pairs) with negative real parts and the rest negative real
roots. The system is, therefore, stable in each case. Hence the
potentially stable arrangement remains stable if (29) and (30) are
satisfied, otherwise, the system is unstable for stable configura-
tion. This is in contrast to the stability of two Newtonian fluids
where the system is stable for stable arrangement (Chandrasekhar

(1).

4.2 Unstable Case. For the potentially unstable arrange-
ment (a,> ), the constant term in Eq. (28) is negative. Equa-
tion (28), therefore, allows at least one change of sign and so has
at least one positive real root. The occurrence of a positive root
implies that the system is unstable for disturbances of all wave
numbers. The system is, therefore, unstable for the potentially
unstable case.

We now examine the behavior of the growth rates with respect
to kinematic viscosity and kinematic viscoelasticity numerically.
We have plotted the growth rate n (positive real value) versus the
wave number & for several values of the kinematic viscosity v and
the kinematic viscoelasticity v| in Fig. 1 and 2, respectively.

In Fig. 1, the growth rate n is plotted against wave number &k,
for fixed value of v;=2, @;=0.38, a,=0.62, and for v;=v,
=1,2,5. The growth rate increases with an increase in kinematic
viscosity showing its destabilizing effect on the system. In Fig. 2,
growth rate n is plotted against wave number for fixed v;=v,=2,
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Fig.2 The variation of the growth rate n (positive real value) with the wave number k for
the kinematic viscoelasticities v;=3,5,10 when «;=0.38, @,=0.62, and v;=v,=2

a;=0.38, a,=0.62, and for v;=3, 5, 10. It is seen that for the
same wave number k, the growth rate n decreases as the kinematic
viscoelasticity v| increases, showing the stabilizing character of
the kinematic viscoelasticity. However, it is interesting to note that
the curves are not affected by the wave numbers.

5 Conclusions

A detailed account of stability of superposed Newtonian fluids,
under varying assumptions of hydrodynamics and hydromagnet-
ics, was given by Chandrasekhar [1]. With the growing impor-
tance of non-Newtonian fluids in chemical engineering, modern
technology, and industry, the investigations on such fluids are de-
sirable. The Walters B’ fluid is one such important non-Newtonian
(viscoelastic) fluid. Walters [4] reported that the mixture of poly-
methylmethacrylate and pyridine at 25 °C containing 30.5 g of
polymer per 1 with a density of 0.98 g per I behaves very nearly as
the Walters B’ viscoelastic fluid.

Viscoelastic fluids may have a different effect as compared to
Newtonian fluids, on the stability problems. For example, the ef-
fect of a uniform rotation on the thermal instability of a Maxwell-
ian viscoelastic fluid is destabilizing (Bhatia and Steiner [8]),
whereas the uniform rotation has a stabilizing effect on the ther-
mal instability of a Newtonian fluid.

The Rayleigh-Taylor instability of a Newtonian fluid overlying
Walters B’ viscoelastic fluid has been studied. For the potentially
stable arrangement (lesser density fluid overlies the heavier one),
the system is found to be stable or unstable under certain condi-

Journal of Fluids Engineering

tions. This is in contrast to the stability of two superposed New-
tonian fluids where the system is stable for a stable arrangement.
However, the system is unstable for the potentially unstable ar-
rangement (heavier fluid overlying the lighter one). The dispersion
relation is also solved numerically and it is found that the kine-
matic viscosity has a destabilizing effect, whereas the kinematic
viscoelasticity has a stabilizing effect on the system.
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